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ABSTRACT

In this paper we establish a long-term 3D hand pose tracking
benchmark!. It contains 18,000 stereo image pairs as well
as the ground-truth 3D positions of palm and finger joints
from different scenarios. Meanwhile, to accurately segment
hand from stereo images, we propose a novel stereo-based
hand segmentation and depth estimation algorithm specially
tailored for hand tracking here. The experiments indicate the
effectiveness of the proposed algorithm by demonstrating that
its tracking performance is comparable to the use of an active
depth sensor under various of challenging scenarios.

Index Terms— stereo matching and hand pose tracking

1. INTRODUCTION

Vision-based hand pose tracking can be applied a series of s-
cenarios including human computer interaction systems. A
literature survey has been proposed in [1]. The challeng-
ing difficulties include high-dimensional articulated structure,
severe self-occlusion and chromatically uniform appearance
which can be solved through involving depth information.
The traditional way to estimate depth is from either active
depth sensor or passive stereo. However, active sensors can
be interfered by other active sources such as the sun or anoth-
er active sensor. Moreover, active sensor has relatively high
power consumption and is not suitable for mobile devices.
Alternatively, the depth can be obtained from passive sensors.
But it is slow and the depth estimates are noisy and unstable
especially when the scene lacks of texture.

At present, existing hand tracking datasets [2—7] are cap-
tured with active depth sensors. In this paper, we resolve hand
pose tracking problem using depth information obtained from
passive stereo. To evaluate the performance of passive stereo
for hand pose tracking, a new benchmark is proposed. The da-
ta set is simultaneously captured by a Point Grey Bumblebee?2
stereo camera and an Intel Real Sense F200 active depth cam-
era. We manually label positions of finger joints and center of
palm in depth images. Our benchmark contains six environ-
ments with different difficulty levels for hand segmentation
and disparity estimation. It is hard to track hand poses with
self-occlusions or global rotations, and thus we capture two
sequences for every environment without and with these two

Stereo hand pose data set can be downloaded from http-
s://sites.google.com/site/zhjw 1988/

tracking difficulties. Our benchmark has thus 12 different se-
quences and every sequence contains 1,500 stereo pairs and
depth images.

Before performing tracking, the hand region should be
segmented in advance. An active depth sensor can provide ac-
curate depth information which simplifies the hand segmen-
tation. However, it is difficult to segment hands using inaccu-
rate depth from passive stereo. We use efficient color-based
skin detection method [8] for hand segmentation and find the
limitation occurs under unconstrained environments (e.g., d-
ifferent lighting conditions and backgrounds). To adapt to d-
ifferent environments, we capture an online training sequence
with waving hand before tracking. The adaptive Gaussian
Mixture Model (GMM) [9, 10] is then used to perform fore-
ground/background segmentation and the foreground is treat-
ed as skin color. The skin and non-skin histogram models can
then be computed and we use the skin color probability for
hand segmentation.

There are a lot of stereo matching methods [11-14]. How-
ever, their performance is more unstable and noisy than the
active sensors. We propose a new stereo algorithm for hand
tracking here. To achieve real-time performance for hand
tracking, the proposed stereo is based on efficient tradition-
al local stereo matching [15]. The skin color probability is
used as the guidance of the guided image filter [ 16] for match-
ing cost aggregation to increase the robustness around tex-
tureless regions. Since some background regions may have a
similar color to skin and have high skin probability, a robust
hand segmentation method is proposed by using confidence-
guided combination of color based hand segmentation and
depth from stereo matching. The experiments show that the
proposed stereo method improves the tracking performance.

To evaluate hand tracking from stereo sequences, we im-
plement two hand pose tracking methods [3, 17]. The experi-
ments show that tracking using the proposed stereo matching
can achieve comparable performance relative to active depth
cameras.

The contributions of this paper are:

e ahand pose benchmark with 18,000 stereo image pairs;

e a robust stereo matching specially designed for 3D
hand pose tracking and achieved comparable perfor-
mance to active depth sensors.
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Fig. 1. Six different environments in the benchmark.
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Fig. 2. Two different types of hand poses in the
benchmark.(a)-(d) are simple counting pose. (e)-(h) are d-
ifficult random poses.

2. STEREO-BASED HAND TRACKING
BENCHMARK

As shown in Fig.1, the proposed benchmark contains se-
quences with 6 environments to evaluate stereo-based hand
pose tracking. Indoor environments are usually textureless
which significantly increase the difficulty for passive stereo.
Highlight (B3) and shadow (B4, B5) are also quite challenging
for both stereo matching and skin color modeling. Besides
static backgrounds, we also capture 3 sequences with dy-
namic backgrounds including PowerPoint presentation (B4),
video playing (B5) and people walking (B6).

Since self-occlusion and global rotation are two major
challenges in hand tracking, we capture two sequences for ev-
ery environment with two different poses as shown in Fig.2.
One captures simple counting poses with slowly moving fin-
gers as can be seen from Fig.2 (a)-(d). The other is sup-
posed to be much more difficult for hand pose tracking. The
hand/fingers move randomly with severe self-occlusions and
global rotations as shown in Fig.2 (e)-(h). Counting and ran-
dom poses are designed to be similar for all the 6 environ-
ments to ensure a fair comparison.

For quantitative comparison, we capture the stereo and
depth images from a Point Grey Bumblebee2 stereo camer-
a and an Intel Real Sense F200 active depth camera simul-
taneously. Camera calibration [18] is performed in advance
to obtain the parameters of the cameras. We manually label
the ground-truth positions of finger joints and palm centers in
depth images. Our benchmark has a total of 12 sequence and
each sequence contains 1,500 frames.

3. STEREO-BASED HAND POSE TRACKING

This section presents the details on the proposed stereo based
hand pose tracking method. The framework is summarized in
Fig.3.

3.1. Training based hand modeling

As discussed above, segmentation should be performed be-
fore tracking. Unlike the segmentation methods adopted with
active depth cameras, it is hard to obtain accurate depth from
passive stereo. Hand segmentation from color is difficult.
Some of the background colors could be similar to skin. In
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Fig. 3. Framework of the proposed stereo based 3D hand pose
tracking method.

addition, skin color may also vary under different lighting
conditions. It is difficult to construct a generic color model
which is suitable for all scenarios.

To address these problems, an online training based skin
color detector is proposed. A training sequence is captured
just before tracking. Adaptive GMM [9, 10], which is a real-
time background modeling method, is adopted to segment
foreground hand from the background. The hand should keep
waving (for a few seconds) in the training sequence to make
sure that it is detected as foreground.

After foreground segmentation, the foreground objects are
assumed to be the hand which have a specific skin color. The
color histogram for the hands H" and the histogram for all the
images H' in the training video sequence are computed. Then
the skin color probability is

P*(c) =H"(c)/H'(c) (1)

where c represents a color candidate.

Fig.4 (b)-(c) compares the skin color probability P*(c)
from [19] and the proposed training method. Different from
the proposed method, the generic skin color model in [19] is
trained by plenty of images from the Internet. Fig.4 (b)-(c)
show that the proposed model can better separate skin region
from the other objects. It is simply because the generic skin
color model in [19] is trained from plenty of images, and thus
it treats more colors as skin (e.g., B2, B3 and B6). However,
skin colors normally only dominate a small region in the color
space for a specific scenario. In addition, the generic skin
color model [19] provides unsatisfied skin detection result in
dark environments like B4. It is likely because this type of
lighting condition seldom appears in its training data set. As
aresult, [19] assigns very low skin probability to shadows (on
the hand). The proposed hand detector is more robust than
[19] mainly because a specific skin color model is trained for
every individual scenario. B5 in Fig.4 (b) shows that the hand
probability from the proposed method is relatively high in the
background since its background also has fast motion objects
and adaptive GMM treats them as foreground. However, this
problem can be solved by considering the depth information
from the proposed stereo as shown in Fig.4 (e)(g)(h). The
details will be presented in the following subsections.
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Fig. 4. Intermediate results of the proposed hand tracking framework.

3.2. Constrained stereo matching

A traditional stereo matching algorithm does not make any
specific assumption on the scene to be captured. It performs
well on textured/synthetic scenes as shown in the first row in
Fig.4 (d). However, its performance may drop dramatically
in a real-world indoor environment where most of the objects
contain large textureless regions as can be seen from the last
two rows in Fig.4 (d).

The performance of existing stereo algorithms resides on
the sufficient texture. However, the region around hand is rel-
atively smooth for stereo matching. Meanwhile, the bound-
ary between hand and background is not clear. Both of these
factors prevent existing stereo matching algorithms to seek
accurate correspondence. On the other hand, accurate hand
segmentation is important for hand tracking. So the proposed
stereo algorithm only needs to maintain (i) the depth accuracy
of the hand and (ii) a clear depth difference between the hand
and the background objects.

Here we propose an stereo matching which is specially
designed for hand tracking. Due to the view angles, low tex-
ture, and illumination changes, it is difficult to estimate accu-
rate depth in some regions based on the stereo image pair. We
classify these regions as occluded pixels and unstable pixels.
The occluded pixels only appear in one view (left or right)
of the stereo pair, like the background part near the hand
edge. These pixels are detected using the left-right consis-
tency check. Meanwhile, the unstable pixels (due to lack of

texture, specularity, etc.) are detected based on matching cost
confidence [20].

In our algorithm we denote d as a depth/disparity can-
didate, a new matching cost N,, at pixel p that excludes the
contribution of occlusions is computed as follows:

. 0 if p is occluded,
Np(d) = { M, (d) otherwise. )

in which M,, denotes the original matching cost at pixel p
from Census transform [21]. Instead of the reference color
image, the skin probability P*(c) estimated from the model
proposed in Sec.3.1 is used as the guidance image for cost ag-
gregation on the new matching cost and let Ng denote the ag-
gregated cost at p by guided filter [16]. As shown in Fig.4(c),
most of the non-skin regions are very dark and thus the guid-
ance image filter kernel is very large around those regions. As
a result, the corresponding aggregated cost values are quite
stable inside these regions. Let Dgl denote the depth obtained

from Ng by winner-take-all. DY is normally over-smoothed
around non-skin regions due to the adoption of the large filter
kernel. However, the depth accuracy requirement is low on
non-skin regions.

Additionally, DY is the intermediate depth estimation but
not the final result. It is only used to adjust the original match-
ing cost:
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Fig. 5. Average percentage of all joints that have an maximum error less than x mm under six different environments.

ald — DY p is occluded,
M, (d) + B|d — DJ| pis unstable,
M, (d) otherwise.

M) (d) « 3)

M,, is the original matching cost, and M;, is the cost after
the adjustment. « and (3 are two constants determining the
contribution of the intermediate depth Dg for occluded and
other unstable pixels respectively.

The new matching cost is also filtered using guided image
filter with the reference color as the guidance to compute the
final depth/disparity map in Fig.4(e). Note that most of the
noisy depth estimated in Fig.4(d) are removed from Fig.4(e)
although the background depth is slightly over-smooth. How-
ever, the depth accuracy on the hand region is well-preserved
because the filter kernel is relatively small when cost aggrega-
tion is performed on N,, and the pixels inside the hand region
are mostly stable pixels.

Although the state-of-the-art stereo methods like Mesh-
stereo [14] may also produce “clean” backgrounds in Fig.4
(f), it is very slow and the performance around the hand re-
gion is obviously lower than the proposed method.

3.3. Hand segmentation

In this paper, a pixel is inside the hand region if its skin color
probability P*#(c) is high and its depth d is close to the hand
depth in the previous frame. Under this assumption, a hand
probability for each pixel can be defined as

P"(c,d) = P*(c)N(d; pta, 0a), “)
where N (d; pug,04) is a Gaussian distribution. The mean 4
is the average hand depth in the previous frame and the s-
tandard deviation o is fixed to 150mm in all the conducted
experiments. Finally, we assume a pixel to be inside the hand
region if P"(c,d) > 0.1.

Some hand segmentation results with disparities are pre-
sented in Fig.4(h). When the background is highly-textured
(e.g., BI), the disparity from traditional stereo is sufficiently
accurate. However, applying traditional stereo on B6 results
in many disparity noises in the background due to the lack of
texture. The constrained stereo matching algorithm proposed
in Sec.3.2 can obtain globally-smooth (although may not be
very accurate) disparity estimates in the background region

and thus is very useful in hand segmentation. For some spe-
cific backgrounds like B5, although trained skin color model
is not good enough, accurate hand segmentation could still
be obtained with the help of the disparity estimates from the
proposed stereo matching algorithm.

4. EXPERIMENTS

This section presents quantitative comparison on hand track-
ing (PSO [17] and ICPPSO [3]) using the proposed passive
stereo system and other configurations. We set the hyper pa-
rameters « and 3 of the proposed constrained stereo as 2 and
0.5 in all the experiments. The experimental results demon-
strate that the proposed stereo can achieve tracking perfor-
mance comparable to the active depth camera. The average
percentages of all joints that have a maximum error less than
a threshold over different environments are plotted in Fig.5
including simple counting and difficult random poses. The
green and red curves are from the proposed stereo and Intel
F200 active depth camera. In all the figures, they are close
to each other which means passive stereo is suitable for hand
pose tracking and its performance is comparable to the active
depth cameras. To demonstrate the effectiveness of training
based hand modeling and constrained stereo matching in the
proposed stereo, they are replaced by generic GMM skin col-
or model [19] (brown curves) and a traditional stereo (Cen-
sus transform for matching cost computation and the guided
image filter for cost aggregation) (black curves) respectively.
According to Fig.5, the tracking performance drops without
using the proposed method. Please see supplemental material
for visual tracking results.

5. CONCLUSIONS

In this paper, we develop a benchmark for evaluating hand
pose tracking on passive stereo. Unlike existing benchmarks,
it contains both stereo images from a binocular stereo camera
and depth images from an active depth camera. It has a total
of 12 video sequences and each sequence has 1,500 frames.
A novel stereo-based hand segmentation algorithm specially
designed for hand tracking is proposed to estimate an accurate
hand depth and its performance is demonstrated to be compa-
rable to the active depth cameras under different scenarios.
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