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Abstract

Human perception of the world is shaped by a multitude
of viewpoints and modalities. While many existing datasets
focus on scene understanding from a certain perspective
(e.g. egocentric or third-person views), our dataset offers a
panoptic perspective (i.e. multiple viewpoints with multiple
data modalities). Specifically, we encapsulate third-person
panoramic and front views, as well as egocentric monoc-
ular/binocular views with rich modalities including video,
multi-channel audio, directional binaural delay, location
data and textual scene descriptions within each scene cap-
tured, presenting comprehensive observation of the world.
To the best of our knowledge, this is the first database that
covers multiple viewpoints with multiple data modalities to
mimic how daily information is accessed in the real world.
Through our benchmark analysis, we presented 5 different
scene understanding tasks on the proposed 360+x dataset
to evaluate the impact and benefit of each data modality
and perspective in panoptic scene understanding. We hope
this unique dataset could broaden the scope of comprehen-
sive scene understanding and encourage the community to
approach these problems from more diverse perspectives.

1. Introduction

Scene understanding is crucial for robotics and artificial in-
telligent systems to perceive the environment around them.
As humans, we intuitively understand the world through
primarily visual inputs, as well as auditory and other sen-
sory inputs (e.g. touch and smell). The community has
made remarkable progress in mimicking human percep-
tion with contributions from various datasets and bench-
marks [4, 5, 7, 9, 13, 15, 23]. These efforts have approached
scene understanding from a diverse range of perspectives,
such as normal frontal-view vision [5, 13, 23], panoramic
view [22, 28], binocular/stereo view [20, 30], egocentric
monocular view [4, 9], and audio [2, 7].

While there has been exciting progress in understanding
scenes from a limited number of perspectives, it is notable

that humans understand the world by incorporating a com-
bination of viewpoints, in a holistic manner. This includes
an egocentric view for activities we are involved in and a
third-person view for activities we are observing. In addi-
tion to visual cues, we also rely on a range of modalities, in-
cluding hearing and binaural delay, to fully comprehend our
surroundings and track movements. Our prior knowledge
of the scene, such as localisation information and scene de-
scriptions, has also supported our understanding of the en-
vironment (e.g. the cafe in the city centre may be different
from a similar cafe on a university campus).

Taking the above observations into consideration, a new
dataset covering all these aforementioned aspects is pre-
sented in this work, to provide a panoptic scene understand-
ing, termed 360+x dataset. This new dataset offers a diverse
selection of perspectives, including a 360◦ panoramic view
providing a complete panoptic view of the environment, and
a third-person front view that highlights the region of in-
terest that has the most movements in front of the camera.
Additionally, we have included egocentric monocular and
binocular videos to capture the first-person perspective of
individuals in the environment. These viewpoints are com-
plemented by aligned multi-channel audio with directional
binaural delay information, as well as location information
and scene descriptions as metadata. An illustration of the
presented dataset collection system is shown in Figure 1.

Based on this newly collected dataset, we perform 5
visual-audio scene understanding tasks to analyse the con-
tribution and effectiveness of each data viewpoint and
modality. Particularly, we look at video classification,
temporal action localisation, self-supervised representation
learning, cross-modality retrieval and pre-training model
migration for dataset adaptation, with interesting findings
and insights from extensive experimental analysis. The
main contributions of this work are summarised as follows:

• We propose to our knowledge the first and probably the
most authentic panoptic scene understanding dataset cov-
ering multiple viewpoints and data modalities in the wild.

• We perform extensive experimental analysis to validate
the effectiveness of the proposed dataset on different tasks
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Figure 1. Illustration of the proposed 360+x dataset. The 360◦ camera records fish-eye raw videos with front and back lenses.
These videos are merged to create a spherical 360◦panorama (middle-up figure, zoom in for details), which is then transformed to (a)
360◦panoramic data using equirectangular projection. The (b) third-person front view is obtained by de-warping the rich movements re-
gion highlighted red in the spherical field of 360◦ panorama (the middle-left figure). By wearing stereo cameras, the capturers record (c)
egocentric clips while staying visible to the fixed 360◦camera (central ellipse). (e) Directional audio time delay data is generated from left
and right audio inputs (d) from the 360◦camera by interaural time delay process [3]. This helps locate sound sources in the 360◦ panorama.

from various perspectives and modalities.
• Interesting findings are derived from the analysis, sug-

gesting the effectiveness of each viewpoint and data
modality. Learning from this new dataset without super-
vision even shows a better performance than that from a
model trained in a supervised manner.

2. Related Works
Video understanding and analysis. Video analysis has
been extensively studied in the literature. Existing datasets
such as UCF101 [23], ActivityNet [5] and Kinetics [13]
have provided large-scale video data for activity under-
standing tasks. However, these datasets often exhibit lower
complexity compared to real-world scenes. Some datasets,
like MultiThumos [31], aim to increase complexity but are
limited to specific scenarios with domain-specific actions,
deviating from real-life daily activities. In contrast, our
dataset builds upon the activity labels from ActivityNet [5]
and strives to capture data that closely simulates real-life
scenarios. Apart from that, we also include multiple data
viewpoints and modalities as compared to existing datasets.

Panoramic scene understanding. In recent years,
panoramic scene understanding has gained significant
attention due to its holistic reflection of the environment.
Several datasets have been introduced to facilitate research
in this area. For instance, the KITTI-360 [16] provides a
collection of panoramic images for urban scene analysis.
EGOK360 [1] has been introduced to address the need
for video data with a panoramic view. Im2Pano3D [22]
presents a panoramic dataset for indoor scenarios with
semantic segmentation and focuses on the prediction from a
partial observation. However, these datasets primarily focus
on panoramic visual data while lacking the incorporation of
other viewpoints (e.g. egocentric) and data modalities (e.g.
audio), limiting their potential for comprehensive scene
understanding and analysis.

Egocentric video analysis. Focusing on understanding
scenes from a first-person perspective, existing datasets
such as EPIC-Kitchens [4] and Ego4D [9] provide egocen-
tric video data collected during daily activities. They have
contributed to research on activity recognition and object
detection in egocentric scenes. Unlike these datasets fo-
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cusing on egocentric views, our dataset also covers other
viewpoints and modalities aiming at supporting scene un-
derstanding research in a more panoptic manner.

Visual-audio analysis. Integrating visual and audio infor-
mation often enhances the performance of models in scene
understanding tasks, as it provides richer contextual infor-
mation. There are some existing datasets available to sup-
port research in audio-visual analysis, e.g. AVA [10], Au-
dioSet [6] and VGGSound [2], to name a few. However,
these datasets are lacking in multiple viewpoints and the di-
rectional property of audio signals, which are provided in
the proposed new dataset.

3. 360+x Dataset
3.1. Data Acquisition and Alignment

Two main devices were used for our data collection: the In-
sta 360 One X2 and Snapchat Spectacles 3 cameras. The
360 One X2 has two fish-eye cameras that collect 360◦

panoramic visual information in the scene with 5760×2880
resolution and a frame rate of 25 FPS. Additionally, direc-
tional audio was recorded using four microphones in di-
rectional audio mode. While the Spectacles 3 has a stereo
camera attached to a pair of glasses used to capture the ego-
centric binocular vision within the scene at a resolution of
2432× 1216 and a frame rate of 60 FPS.

Once we obtained the raw data, we aligned the different
viewpoints and modalities through a specific process. The
initial raw footage captured by the two fish-eye cameras on
the 360◦ camera was in the form of two circular videos,
which were then stitched and de-warped into a spherical
panorama. This panorama can be projected into an equirect-
angular format to produce a panoramic video. However,
this direct compression of the spherical view into a rectan-
gular format can introduce unnatural distortions. In order to
provide a more natural and informative view, we inversely
project a rectangular region into equirectangular space and
use it to crop the spherical panorama. We use optical flow to
determine the crop region with the most motion activity in
the spherical panorama field. This crop region is then pro-
jected back to rectangular, resulting in an informative video
view with minimal distortions.

Egocentric binocular videos, as shown in Figure 1(c),
were captured ranging from approximately 30 seconds to
1 minute in duration for each clip. A total of 1 to 5 stereo
clips were recorded, scattered throughout the duration of
the average 6 mins 360◦ video. In addition to stereo videos,
we also provide the corresponding monocular videos for the
egocentric view.

The audio recordings were temporally aligned with their
corresponding videos with left/right channel modality. The
four-channel audios with the 360◦ panoramic video are pro-
vided as well for further exploration. Moreover, we also

provide the directional information of the audio which was
presented using the estimated interaural time delay of the
sound obtained from the method introduced in [3]. The GPS
information and weather information were also provided.

Given the possibility of occlusions in regions visible to
the egocentric camera but not to the 360◦ camera, we en-
sured during data collection that the cameras were posi-
tioned in close proximity. This setup, with clear mutual
visibility, allowed both cameras to capture a similar over-
all scene.

3.2. Scene Selection

To broaden scene coverage and promote multi-modal col-
laborative learning, we integrated a strategic selection pro-
cess for captured scenes, governed by three key criteria:

i) Scene categories must be carefully crafted to be com-
prehensive, yet concise, while also being authoritative and
reflective of everyday life. The location where a scene un-
folds plays a crucial role in providing essential environmen-
tal context to the activities within it [17]. Distinct scenes can
impart unique meanings or emotional nuances to identical
events. For instance, the act of chatting could convey diver-
gent implications in a school setting as compared to a home
environment. Such nuances are critical as they offer deeper
insights into the contextual interpretation of behaviours and
interactions in varied settings.

ii) The data should ideally span a wide array of weather
and lighting conditions. This criterion aims to ensure the
inclusion of both indoor and outdoor activities under vari-
ous environmental scenarios. Such diversity is important in
accurately representing the multifaceted nature of daily life
and the various conditions in which these activities occur.

iii) Our third criterion is the inclusion of scenarios rich
in distinctive sound sources, particularly those where mul-
tiple activities co-occur. It is essential for the dataset to not
only visually represent these activities but also to capture
the corresponding auditory elements. The goal is to present
the complexity and realism of real-world environments as
much as possible, marked by simultaneous and various ac-
tions and behaviours.

It is worth noting that our dataset was collected across
several countries, including the United Kingdom (e.g. Lon-
don, Birmingham, Cardiff and Jersey), France (Paris), Spain
(e.g. Oviedo and Picos de Europa), China (e.g. Guangzhou
and Shenzhen), and Japan (e.g. Kyoto and Osaka). During
the data collection, the 360◦ Camera was placed statically
to record the scene, while a capturer wearing the Spectacles
glasses recorded first-person interactions with the scene.

Sensitive data handling. Our dataset was collected in a
real-world setting and may contain sensitive personal infor-
mation (e.g. human faces). To ensure ethical and responsi-
ble research, the video capture was conducted with proper
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Figure 2. Dataset statistics analysis, on the distributions of (a) the scene category, (b) action distribution per cities, (c) temporal action
instance duration, and (d) number of actions per video, (e) capturing time, (f) binaural delay per clip.

consent. Additionally, we have taken measures to protect
privacy by anonymising the data. This includes applying
a face detection mechanism to outline predicted face loca-
tions in each frame and applying blurring filters to main-
tain meaningful details while ensuring information security.
More detailed information on our privacy protection mea-
sures can be found in the supplementary material (Section
4).

3.3. Data Annotation

Scene label rationale. The 360+x dataset comprises a to-
tal of 28 scene categories (15 indoor scenes and 13 outdoor
scenes), as illustrated in Figure 2(a). To establish com-
prehensive and authoritative scene categories that reflect
daily life, we referred to the Places Database [34], which
is derived from WordNet [18], as our primary basis. We
then leverage the sophisticated semantic analysis capabil-
ities of large language models, to conduct a thorough fil-
tering and classification of a multitude of everyday scenes.
This curation resulted in a refined set of 28 scene categories,
each symbolising aspects of daily life. Simultaneously, the
recordings concentrate on capturing common occurrences
within conventional settings, providing a realistic depiction
of everyday life. Detailed descriptions defining each cate-
gory, along with discussions regarding these constraints and

potential sampling biases, are presented in the supplemen-
tary material (Section 2).

Temporal segmentation label. We also provide temporal
segment labelling for the understanding of activities in the
shooting scenes. We follow the activity hierarchy standard
defined by ActivityNet [5], which provides a comprehen-
sive categorisation of human activities, consisting of seven
top-level categories (Personal Care, Eating and Drinking,
Household, Caring and Helping, Working, Socialising and
Leisure, and Sports and Exercises). To capture the diver-
sity and granularity of activities within each category, we
defined a total of 38 action instances, covering specific ac-
tions and behaviours. To ensure high-quality annotations,
the temporal segmentation labelling was annotated by three
experienced annotators. Each annotator independently an-
notated the temporal segments corresponding to the activ-
ities in the videos. To obtain a consensus, we merged the
individual annotations and resolved any discrepancies ac-
cording to discussion and consensus among the annotators.

3.4. Dataset Statistics and Analysis

Overview. Existing publicly available datasets primarily
focus on visual unimodality [4, 5, 13, 15, 23]. In contrast,
our dataset introduces a novel approach by collecting differ-
ent views or modalities, as presented in Table 1, including
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Table 1. Dataset comparison. Ego: Egocentric, V: Video, A: Audio, A+V: Audio-visual events.

Dataset
Video Viewpoints Other Modalities Statistics Attributions

Third-person 360◦ Ego Ego Normal Directional GPS Avg Total Frames Annotations Multiple
Front View Panoramic Monocular Binocular Audio Binaural Delay Info Duration Duration(s) Count(K) Source Events

UCF101 [23] ✓ ✗ ✗ ✗ ✓ ✗ ✗ 7.21 s 96,000 2,400 V ✗
Kinetics [13] ✓ ✗ ✗ ✗ ✗ ✗ ✗ 10 s 2,998,800 74,970 V ✗
HMDB51 [14] ✓ ✗ ✗ ✗ ✗ ✗ ✗ 3 s 21,426 643 V ✗
ActivityNet [5] ✓ ✗ ✗ ✗ ✗ ✗ ✗ 2 min 2,332,800 11,664 V ✓
EPIC-Kitchens [4] ✗ ✗ ✓ ✗ ✓ ✗ ✗ 7.6 min 198,000 11,500 V ✗
Ego4D [9] ✗ ✗ ✓ ✗ ✓ ✗ ✓ 8 min 13,212,000 - A+V ✓

360+x (Ours) ✓ ✓ ✓ ✓ ✓ ✓ ✓ 6.2 min 244,000 8,579 A+V ✓

360◦ panoramic video, third-person front view video, ego-
centric monocular video, egocentric binocular video, nor-
mal audio, directional binaural delay, location and textual
scene description. This diverse range of modalities pro-
vides multiple dimensions and clues for understanding and
analysing complex scenes. Our dataset consists of 2,152
videos representing 232 data examples, with 464 videos
captured using the 360 camera and the remaining 1,688
recorded with the Spectacles camera.

Figure 2(a) presents the distribution of video counts
across each of the 28 scene categories. Our dataset is char-
acterised by a balanced distribution of data across these
scenes. Notably, it diverges from conventional databases
like UCF101 [23], Kinetics [13], HMDB [15], and Activ-
ityNet [5], particularly in terms of average video duration,
which is approximately 6.2 minutes. This longer duration
is crucial for maintaining the integrity and coherence of ac-
tions within each scene, allowing for a comprehensive tem-
poral analysis of the activities.

Temporal segment label. The annotations of temporal
segment labels in our dataset contribute to the fine-grained
analysis of activities. We defined 38 action instances repre-
senting specific actions and behaviours. The length of each
segment labelled with a specific activity varies across the
dataset, as depicted in Figure 2(c). Note we acknowledge
the significance of audio in accurately identifying certain
actions, such as ‘coughing’ or ‘clapping’. Therefore, our
dataset combines audio information to enhance accuracy in
action recognition [4, 5, 13, 15, 23], as shown in Table 1.

Comparative complexity. Due to its realistic scene sim-
ulation, our dataset offers more complexity compared to
previous datasets. This complexity arises from the diverse
range of activities and interactions captured, resulting in a
more challenging and realistic setting for scene understand-
ing and activity recognition. As shown in Figure 2(d), most
existing datasets, such as UCF101 [23], Kinetics [13], and
HMDB51 [14], typically consist of one action instance per
video. While datasets like Ego4D [9] and ActivityNet [5]
have large volumes and broad coverage, they often contain
a limited number of action instances per individual video.

The HACS dataset [33] contains more multiple action in-
stances per video but still pales in comparison to the rich-
ness of the proposed dataset. Our dataset surpasses these
existing datasets in terms of the number of action instances
per video, showcasing the extensive variety of activities
captured. The improved complexity and richness of our
dataset enable follow-up research to explore and develop
more robust algorithms, pushing the boundaries of scene
understanding in real-world contexts.

Data distribution. We have ensured a balanced distri-
bution across various dimensions, including scene cate-
gories, action instances, binaural delay, etc. Figure 2(a)
depicts the scene number distribution across 28 scene cat-
egories, demonstrating a comprehensive coverage of scene
categories. Notably, the dataset achieves an almost equal
proportion of indoor and outdoor scenes, accounting for
54.7% and 45.3% respectively. Our dataset allows each
scene to conclude multiple diverse action instances natu-
rally, and also enables different scenes to share common
action instances. Notably, in Figure 2(b), it displays the
‘types of action per location’ that can be observed in the ge-
ographic distribution and the diversity of the data, where the
inner circle shows the location and the outer circle shows
the action types captured in each location. As illustrated
in Figure 2(c), the distribution of action duration shows
our dataset has captured extensive and realistic human be-
haviours across natural scenes. One interesting observation
from our dataset is the high-frequency occurrence of action
‘operating phone’, which contributes 17.54% of the whole
duration, providing a reflection of mobile usage in modern
daily life. Additionally, the dataset offers valuable direc-
tional audio to supplement visual understanding. The distri-
bution of data capture times in the dataset corresponds with
natural human activities, as shown in Figure 2(e). Human
activities throughout the day are mainly concentrated dur-
ing the daytime (more in the afternoon and evening). Fig-
ure 2(f) illustrates the diversity of binaural delay for each
clip. The positive point means the audio is directed towards
the left direction while the negative the right. In summary,
the presented 360+x dataset covers broad modalities and
diversity with an authentic distribution from different per-
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spectives, mimicking real daily life.

4. Benchmark and Experiments

To establish a comprehensive benchmark for the presented
360+x dataset, we choose five visual understanding tasks
to delve into the exploration of multiple viewpoints and
modalities usage, including: video scene classification,
temporal action localisation, cross-modality retrieval, self-
supervised representation learning, and dataset adaptation.
Remark: Unless specifically stated otherwise, the exper-
iments on 360+x will utilise three views: the 360◦ view,
egocentric binocular view, and the third-person front view.

4.1. Experimental Setting

Models. We employed a consistent set of model back-
bones across different tasks to minimise model interference,
except for temporal action localisation task (detailed in sec-
tion 4.3). We followed the commonly used setup and se-
lected the backbone I3D [13] as our video model. To han-
dle audio-related aspects, we chose the VGGish [12] as our
audio model. Additionally, for directional binaural feature
extraction, we utilised the ResNet-18 model [11]. A lin-
ear layer is positioned after the backbones to carry out each
specific task based on backbone output features.

It is important to note that a simple concatenation of all
modalities features can diminish the potential information
derived from multi-modality [26]. Therefore, instead of
solely concatenating modality features, we leverage a hi-
erarchical attention mechanism for multi-modality integra-
tion. In this approach, the directional binaural feature serves
as an attention query to direct focused attention towards the
audio feature, enabling it to encapsulate the directional in-
formation into the audio feature. At the same time, the au-
dio feature is also leveraged by acting as a query itself, en-
abling it to attentively interact with the video feature. This
mechanism allows for creating a synergistic representation
of the underlying data that integrates the features of all
modalities. For more details and in-depth analysis, please
refer to the supplementary material (Section 6).

Training and verification setup. For each temporal ac-
tion localisation model, we follow their original training
settings. For I3D, VGGish, and ResNet-18 networks, the
training settings are 200 epochs with the parameters de-
scribed in [19]. The training process utilises the AdamW
optimiser with a learning rate of 1× 10−5 and a decay rate
of 0.1 at the 80th and 120th epochs. We also apply data aug-
mentation techniques such as rotation, scaling, and colour
jittering. The dataset was divided into training, validation,
and test sets, following an 80/10/10 split. To ensure a bal-
anced representation of scene categories, the examples were
stratified probabilistically across the sets.

Table 2. Video classification performance across different views
(Ego: egocentric binocular view, Front: third-person front view,
and 360◦: 360◦ view) and data modalities (V: Video, A: Audio,
D: Directional binaural delay). Reported in Avg. Prec. (%).

Selected Views
Modalities

V V + A V + A + D

Egocentric Only 51.95 (±0.0) 55.24 (±0.0) 58.92 (±0.0)

Front Only 54.05 (+2.1) 65.33 (+10.1) 67.19 (+8.3)

360◦ Only 56.33 (+4.4) 67.14 (+11.9) 70.95 (+12.0)

360◦ + Egocentric 58.99 (+7.0) 70.48 (+15.2) 72.11 (+13.2)

360◦ + Front 59.70 (+7.8) 75.06 (+19.8) 77.69 (+18.8)

360◦ + Front + Ego 63.73 (+11.8) 77.32 (+22.1) 80.62 (+21.7)

4.2. Video Scene Classification

Video scene classification assigns scene labels to videos
based on their frames, enabling analysis of visual content
and determining the subject matter.

Single view vs. multi-view. First, we are interested in the
influence of different combinations of video views on the
classification performance. The results, representing each
combination, are summarised in Table 2. The results for
single views are presented in the first three rows, indicat-
ing that using a single 360◦ panoramic view outperforms
using either an egocentric binocular view or a third-person
front view only. When employing multiple views, it is noted
that better performance can be achieved compared to using
a single view. Specifically, utilising all three views leads to
the best performance. Such a performance can be attributed
to the fact that although these three views describe the same
scene, each different view offers a unique perspective that
contributes to a more comprehensive understanding of the
scene, resulting in improved performance.

Single-modality vs. multi-modality and more. We fur-
ther investigate the impact of modalities on the model’s per-
formance. Various combinations of modalities are analysed,
and the results are summarised in Table 2 on a column-wise
basis. In particular, the first column represents the visual
modality alone, the second column combines video with
audio, and the last column incorporates visual, audio, and
directional binaural information modalities.

The inclusion of additional modalities leads to average
precision improvements. For example, when all three views
are utilised, incorporating more modalities results in im-
provements of 13.59% and 16.89%, respectively. This un-
derscores the benefits of leveraging multiple modalities for
a more comprehensive understanding of the scene and en-
hancing overall performance.

4.3. Temporal Action Localisation

Temporal Action Localisation (TAL) is a video understand-
ing task that involves the dense identification and temporal
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Table 3. Temporal action localisation results. Baseline extractors are used in [2, 21, 24, 32]. The mAP@σ represents the mean average
precision (%) at a threshold of σ. The best performance is achieved by employing V+A+D modalities with extractors pre-trained on 360+x.

Extractors Modalities
Actionformer [32] TemporalMaxer [24] TriDet [21]

mAP mAP mAP Avg. mAP mAP mAP Avg. mAP mAP mAP Avg.
@0.5 @0.75 @0.95 @0.5 @0.75 @0.95 @0.5 @0.75 @0.95

Baseline
Extractors

V 11.9 (±0.0) 7.8 (±0.0) 3.3 (±0.0) 7.7 (±0.0) 13.1 (±0.0) 8.8 (±0.0) 3.7 (±0.0) 8.6 (±0.0) 16.7 (±0.0) 10.1 (±0.0) 4.8 (±0.0) 10.5 (±0.0)

V + A 19.1 (+7.2) 11.3 (+3.5) 4.2 (+0.9) 11.5 (+3.8) 21.0 (+7.9) 14.8 (+6.0) 5.6 (+1.9) 13.8 (+5.2) 23.6 (+6.9) 17.2 (+7.1) 6.4 (+1.6) 15.7 (+5.2)

Pre-trained
on 360+x

V 16.4 (+4.5) 9.8 (+2.0) 3.9 (+0.6) 10.0 (+2.3) 20.4 (+7.3) 14.3 (+5.5) 5.2 (+1.5) 13.3 (+4.7) 21.1 (+4.4) 15.3 (+5.2) 5.5 (+0.7) 14.0 (+3.5)

V + A 23.6 (+11.7) 16.9 (+9.1) 5.7 (+2.4) 15.4 (+7.7) 25.8 (+12.7) 18.0 (+9.2) 6.4 (+2.7) 16.7 (+8.1) 26.4 (+8.7) 18.5 (+8.4) 6.9 (+2.1) 17.3 (+6.8)

V + A + D 24.9 (+13.0) 17.4 (+9.6) 6.1 (+2.8) 16.1 (+8.4) 26.6 (+13.5) 18.3 (+9.5) 6.5 (+2.8) 17.1 (+8.5) 27.1 (+10.4) 18.7 (+8.6) 7.0 (+2.2) 17.6 (+7.1)

segmentation of activities within a video stream over a spe-
cific time period. Current TAL approaches typically employ
a two-stage paradigm [27, 32]. The first stage extracts fea-
tures from the entire video, and the second stage predicts
temporal segmentation based on these features.

Feature extractors. Baseline extractors are widely
utilised for various datasets, e.g. ActivityNet [5] and Ego4D
[9], on the TAL task. The baseline video features are ob-
tained from an I3D model pre-trained on the Kinetics400
dataset [13]. The baseline audio features are derived from
the pre-classification layer following activation of the VG-
Gish model, pre-trained on AudioSet [7]. There is no base-
line extractor for directional binaural delay feature, so the
V+A+D modality was not included accordingly. For a fair
comparison, we reused our video classification models in
section 4.2 as Pre-trained on 360+x extractors, following
the same baseline extraction setup for both video and audio
features. Additionally, the ResNet-18 feature extractor was
used for directional binaural delay feature extraction.

Experimental results. We provide a concise overview of
the performance comparison for various temporal action lo-
calisation methods, including ActionFormer [32], TriDet
[21] and TemporalMaxer [24], between the baseline extrac-
tors and our Pre-trained on 360+x extractors. The sum-
marised results are presented in Table 3, from which we can
see that the introduction of additional modalities (i.e. au-
dio and direction binaural delay) has a prominent positive
impact on the TAL task, leading to performance improve-
ments for both sets of extractors. This result highlights the
importance of leveraging multiple modalities in enhancing
the accuracy and effectiveness of temporal activity locali-
sation techniques. Using our custom extractors can provide
additional improvements, as the baseline extractors may not
be optimised for our specific binocular or 360◦ views.

4.4. Cross-modality Retrieval

In this context, we focus on a series of retrieval tasks that
across modalities including audio, video and directional
binaural delay. In a modality-specific retrieval scenario, the
query modality (Q) serves as the input for retrieving the key
modality (K) in the Q-to-K retrieval task. The performance
evaluation metric Rθ represents the recall at ranks θ.

Table 4. Q-to-Video retrieval results. The superscript* indicates
modalities are co-trained. Recall reported with rank in {1, 5, 10}.

Query Modality R1 (%) R5 (%) R10 (%)

A 39.14 (±0.0) 62.76 (±0.0) 79.21 (±0.0)

A + D 44.30 (+5.16) 66.92 (+4.16) 84.78 (+5.57)

(A + D)∗ 55.88 (+16.74) 72.53 (+9.77) 86.6 (+7.39)

Q-to-Video retrieval results. Table 4 illustrates the re-
trieval results for the Query modality retrieve videos. In
this table, A+D denotes a set of independently trained au-
dio and directional binaural features employed as query fea-
tures. Moreover, (A+D)* signifies the collaborative train-
ing of these features instead of treating them indepen-
dently. The inter-modality retrieval results shown in Table 4
clearly show the modality compliance quality of the 360+x
dataset. Besides Q-to-Video retrieval, we also performed Q-
to-Audio and Q-to-Directional binaural delay experiments,
details can be found in the supplementary material.

4.5. Self-supervised Representation Learning

Experiment setup. In this section, we investigated the
impact of different self-supervised learning (SSL) methods
using two engaging video pretext tasks: video pace (VP)
prediction [25] and clip order (CO) shuffle prediction [29].
The VP task challenges the model to determine the pace
of a video, while the CO task asks the model to rearrange
shuffled video clips into their correct chronological order.
The original VP and CO primarily concentrated on video
data, but to capitalise on the advantages of multi-modality,
we expanded these approaches to include audio and direc-
tional binaural delay modalities. This extension was done to
align modality with the temporal coherence and dynamics
observed in the video. For more comprehensive explana-
tions, please refer to the supplementary material.

Experimental results. We first examined the impact of
self-supervised learning models for video classification. Ta-
ble 5 demonstrates the consistent precision gains achieved
by utilising SSL pre-trained models. Notably, leveraging
both video pace and clip order SSL techniques resulted in
an average performance improvement of ∼ 7%.
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Table 5. Models with different pre-train methods were fine-tuned and
tested on video classification. The experiments use all three video
views. Reported in Avg. Prec. (%).

Pre-train Method Modalities
V V + A V + A + D

From Scratch 63.73 (±0.0) 77.32 (±0.0) 80.62 (±0.0)

Video Pace [25] 69.27 (+5.5) 79.56 (+2.2) 81.97 (+1.3)

Clip Order [29] 69.91 (+6.2) 80.14 (+2.8) 82.18 (+1.6)

VP [25] + CO [29] 76.84 (+13.1) 82.66 (+5.3) 83.32 (+2.7)

Table 6 . Comparison between supervised pre-trained extractors with SSL pre-
trained counterparts on TAL task. The experiments use all three video views
with modalities (V+A+D).

Pre-train Method mAP
@0.5

mAP
@0.75

mAP
@0.95 Avg.

Supervised 27.1 (±0.0) 18.7 (±0.0) 7.0 (±0.0) 17.6 (±0.0)

Video Pace [25] 29.4 (+2.3) 19.6 (+0.9) 7.4 (+0.4) 18.8 (+1.2)

Clip Order [29] 28.9 (+1.8) 19.3 (+0.6) 7.3 (+0.3) 18.5 (+0.9)

VP [25] + CO [29] 30.3 (+3.2) 20.2 (+1.5) 7.9 (+0.9) 19.5 (+1.9)

Table 7. Following original setup of THUMOS14 dataset [8], our dataset adaptation task uses video modality only.

Feature Extractor mAP@0.3 mAP@0.4 mAP@0.5 mAP@0.6 mAP0.7 Avg.

Kinetics400 [13] (Pre-train) 83.7 (±0.0) 80.2 (±0.0) 72.8 (±0.0) 62.4 (±0.0) 47.4 (±0.0) 69.5 (±0.0)

360+x (Pre-train) 84.5 (+0.8) 81.0 (+0.8) 73.4 (+0.6) 65.9 (+3.5) 54.6 (+7.2) 71.9 (+2.4)

Kinetics400 [13] (Pre-train) and 360+x (Fine-tune) 85.3 (+1.6) 81.8 (+1.6) 74.9 (+2.1) 68.1 (+5.7) 58.2 (+10.8) 73.7 (+4.2)

We proceeded to perform experiments using SSL pre-
trained models as feature extractors for the temporal ac-
tion localisation task incorporating all three modalities
(V+A+D) with the TriDet framework [21]. Since a training-
from-scratch model cannot serve as the first-stage extractor,
we employed the supervised extractors from section 4.2 as
a comparison. The summarised results in Table 6 indicate
that pre-training with video pace (VP) or clip order (CO)
individually leads to an average performance improvement
of ∼ 1.2% and ∼ 0.9% respectively on average, compared
to the supervised baseline. The combination of both SSL
methods yields the highest performance gain of ∼ 1.9%.

4.6. Pre-training Model for Dataset Adaptation

This section explores the efficacy of leveraging models pre-
trained on the 360+x dataset for adaptation to other datasets
like THUMOS14 [8]. By adhering to THUMOS14 setup,
the experiments use TriDet framework [21] for conducting
Temporal Action Localisation (TAL).

The performance of this experiment, specifically the
mean average precision (mAP) scores covering IoU thresh-
olds from 0.3 to 0.7, are presented in Table 7. As outlined
by the results, exclusive reliance on 360+x video data for
training showcases the potential for enhanced performance
as compared to training solely based on the Kinetics400
dataset [13]. Remarkably, this performance improvement
becomes more prominent at higher IoU thresholds. The
utmost optimal performance, however, emerges through a
two-step approach, commencing with pre-training on the
Kinetics400 dataset followed by fine-tuning on the 360+x
dataset with an average ∼ 4.2% improvement compared to
solely Kinetics400 pre-trained extractor. This finding show-
cases that the employment of the 360+x dataset for feature
extractor training can be beneficial for dataset adaptation in
sub-stream tasks. More experimental results on dataset in-
tegration are available in the supplementary materials.

5. Conclusions
In this work, we studied the problem of panoptic scene un-
derstanding and presented, to our knowledge, the first-of-
its-kind dataset – 360+x to support the study. The proposed
360+x is a large-scale multi-modal dataset that consists of
several different viewpoints (e.g. egocentric, third-person-
view, and panoramic view) and covers various real-world
activities in real daily life. With the most possibly available
perspectives describing a real-world scene, 360+x aims to
support the research in understanding the world around us
in a way that humans understand (and even beyond). Addi-
tionally, we also presented a benchmark study of several
scene understanding tasks based on this newly collected
dataset, with a comparison to other existing datasets. Ex-
tensive experimental analysis validated the effectiveness of
each of the perspectives within our dataset, and also sug-
gested interesting insights, confirming that with more view-
points or data modalities, the understanding of a scene could
be more comprehensive. Surprisingly, models trained with-
out manual annotation (i.e. self-supervised learning) on our
dataset even perform better than those trained with human
annotations in a fully supervised manner. We hope this new
dataset could bring in new directions towards scene under-
standing and look forward to the research on them.
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