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Stereoscopic Image Generation from Light Field
with Disparity Scaling and Super-Resolution

Tao Yan Jianbo Jiao Wenxi Liu Rynson W.H. Lau

Abstract—In this paper, we propose a novel method to generate
stereoscopic images from light-field images with the intended
depth range and simultaneously perform image super-resolution.
Subject to the small baseline of neighboring subaperture views
and low spatial resolution of light-field images captured using
compact commercial light-field cameras, the disparity range of
any two subaperture views is usually very small. We propose a
method to control the disparity range of the target stereoscopic
images with linear or nonlinear disparity scaling and properly
resolve the disocclusion problem with the aid of a smooth
energy term previously used for texture synthesis. The left and
right views of the target stereoscopic image are simultaneously
generated by a unified optimization framework, which preserves
content coherence between the left and right views by a coherence
energy term. The disparity range of the target stereoscopic image
can be larger than that of the input light field image. This benefits
many light field image-based applications, e.g., displaying light
field images on various stereo display devices and generating
stereoscopic panoramic images from a light field image montage.
An extensive experimental evaluation demonstrates the effective-
ness of our method.

Index Terms—Light field image processing, stereoscopic image
synthesis, disparity scaling, super-resolution.

I. INTRODUCTION

THE light field technology has gained attention from both
academia and industry in recent years. The standard light

field camera model [1] relies on the basic principle of placing
a micro lens array (MLA) in front of an image acquisition
device. A light field camera can capture rich 3D information
from a scene by acquiring both spatial and angular light
rays to generate a light field image. A light field image can
be decoded into a regular array of subaperture views (i.e.,
multi-perspective imaging of the same scene) [1] [2]. Light
field images can be used to facilitate depth map computing,
3D reconstruction, image refocusing, view interpolation, and
perspective modification [3].

Recently, 3D stereoscopic images and videos have been
widely used on 3D displays in virtual/augmented reality and
robotics. A stereoscopic image consists of a pair of images
captured from two different viewpoints of the same scene with
a specific camera baseline. However, most stereoscopic images
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suffer from accommodation-convergence conflict and visual-
uncomfortable disparity ranges [4] [5] [6]. Such problems can
be eliminated by adopting disparity scaling [4] or perspective
modification [7]. A typical solution is to change the iter-axial
distance of the stereo cameras and/or the convergence point of
the optical axis. However, as this solution modifies the depth
perception globally, it provides limited control over the local
disparity distribution. When this method is used to compress
the disparity range of a stereoscopic image, it often results in
over-flattening, with most detail changes lost.

Most previous methods related to stereoscopic 3D content
creation and manipulation either employ depth-image-based
rendering to achieve the intended binocular parallax and image
inpainting to fill in the disoccluded monocular regions or
adopt image mesh warping to non-uniformly scale the left and
right views of the stereoscopic image. The first category of
methods usually take a single view, together with an accurate
disparity map [8] [9] [10] [11] or manually drawn disparity
map [12] [13], as input. The second category of methods al-
ways take a stereoscopic image pair as input [4] [14] [7]. How-
ever, it is non-trivial to extend these techniques to utilize more
than two views to improve the results in the case whereby more
views are available in applications such as disparity/depth
manipulation based on image warping [4] [14] [7]. On the
other hand, the multi-view property of light field images
makes it possible to exploit substantially more information
to generate high-quality stereoscopic images. To address the
aforementioned problems, we propose a novel method for
stereoscopic image generation and disparity manipulation from
arbitrary viewpoints from light field images.

Compact commercial light field cameras, e.g., those by
Lytro [15] and RayTrix [16], usually use a single 2D sensor
to multiplex spatial and angular information. Such a setup
typically suffers from two problems. First, the setup has either
low spatial resolution or low angular resolution. Second, the
neighboring subaperture views of a light field image usually
have a very small baseline. In recent years, some super-
resolution methods have been proposed to address the first
problem [17] [18] [19] [20]. For the second problem, the
disparity range of neighboring subaperture views is very small
(typically in the range of ±1 pixel [21]) due to the small
baseline between subaperture views. Hence, if we generate
stereoscopic images directly from light field images, the
stereoscopic images tend to have a very small disparity range.
To enhance the stereoscopic 3D perception of the target stereo-
scopic images generated from light field images, their disparity
range needs to be carefully scaled during the stereoscopic
image generation process. Simultaneously, the resolution of
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Fig. 1: Overview of our method – stereoscopic image generation from a light field. The input of our method is all the subaperture
views of a light field image and its corresponding disparity maps. Our method consists of three main steps. First, our method
performs the depth image based perspective projection to warp all subaperture views to target stereo viewpoints with the original
and target resolution, respectively. Second, our method optimizes the desired disparity map for the target stereoscopic image
pair. Finally, both the perspective-transformed subaperture views and the optimized disparity maps are utilized to generate the
target stereoscopic image pair.

the target stereoscopic images also needs to be increased to
achieve a higher quality viewing experience.

In this paper, we synthesize stereoscopic images from low-
resolution subaperture views of light field images with a spe-
cially designed multi-label optimization framework (Fig. 1).
After a global optimization, the color of each pixel in the target
stereoscopic image pair is determined by the pixel selected
from a local search region of the pre-warped subaperture
views. Our proposed method is able to synthesize stereoscopic
images with the intended disparity constraints and in high
resolution, without quality degradation.

The main contributions of this paper include:

1) We propose a novel method to generate stereoscopic
images with the intended disparity constraints from
light field images. The disparity range of the target
stereoscopic images can be larger than that of the light
field images.

2) We propose an advisable smooth energy cost term to
properly handle the disocclusion problem accompanying
disparity scaling and view modification, as well as a
coherence energy term to preserve the content coherence
between the target left and right views.

3) Our proposed method synthesizes high-resolution out-
put stereoscopic images without introducing noticeable
distortion or blurring artifacts.

The remainder of this paper is organized as follows. Sec. II
summarizes relevant existing work, followed by some relevant
background information on stereoscopic and light field images
in Sec. III. Sec. IV presents the details of our method for
generating stereoscopic images with the intended disparity
range and high resolution. Sec. V presents experimental results
and evaluation. Finally, in Sec. VI we conclude our work and
discuss possible future work.

II. RELATED WORK

Many studies on light field images have been conducted.
In this section, we mainly review recent works related to
our work, including novel view synthesis, stereoscopic image
generation from light field images, and stereoscopic dispar-
ity/depth scaling and perspective manipulation.

A. Novel View Synthesis and Spatial Super-resolution from
Light Field Images

Existing methods on view inter-/extrapolation of light field
images can be classified into two main categories: total vari-
ation based methods [22] [23] and deep convolution neural
network (DCNN) based methods [17] [24] [25] [26].

Wanner et al. [22] proposed a framework for light field anal-
ysis based on the total variation. This method robustly com-
putes disparity maps and synthesizes novel super-resolution
views from light field images. The disparity map computation
contains three steps: local depth labeling in the Epipolar-Plane
Image (EPI) space utilizing a structure tensor, consistent EPI
depth labeling, and depth integration from the horizontal and
vertical EPI slices. The authors proposed a variational model
to synthesize novel super-resolved views, which works at the
sub-pixel level and is efficiently accelerated by GPU card. This
method is a state-of-the-art method for estimating disparity
maps and synthesizing novel super-resolution views from light
field images. However, this method does not perform very well
for view extrapolation, especially given the disocclusion prob-
lem, due to the insufficient constraints on the total variation.
The performance of this method is also readily degraded by
inaccurate disparity maps.

Recent representative works based on deep learn-
ing [17] [24] can synthesize novel views with super-resolution
both in the spatial and angular domains. The method in [17]
adopts a data-driven learning approach to up-sample the spatial
resolution as well as the angular resolution of a light field



JOURNAL OF LATEX CLASS FILES, 2018 3

(a) buddha (b) stillLife (c) buddha2 (d) medieval

Fig. 2: Stereoscopic image generation from arbitrary viewpoints. The first row shows stereoscopic images with a depth image
based perspective projection effect, produced by our method from light field images. The second row shows the corresponding
disparity maps for the left views of the target stereo image pairs. From left to right: (a) shows the stereoscopic image generated
from stereo viewpoints (4, 0) and (4, 8) and with the rotation parameters (α = 0.002π, β = 0, γ = 0.002π). (b) shows
the stereoscopic image generated from stereo viewpoints (4, 0) and (4, 8) and with the rotation parameters (α = −0.002π,
β = 0.003π, γ = −0.005π). (c) shows the stereoscopic image generated from stereo viewpoints (4,−2) and (4, 6), and with
the rotation parameters (α = 0.002π, β = −0.001π, γ = 0.002π). (d) shows the stereoscopic image generated from stereo
viewpoints (4,−3) and (4, 11) and with the rotation parameters (α = −0.002π, β = 0.003π, γ = −0.005π). Intermediate
results, such as warped subaperture views with black holes, can be found in the supplemental.

image. The method first increases the spatial resolution of each
subaperture view and enhances the details of the image content
using a spatial super-resolution network with four layers.
The method then generates novel views between subaperture
views using an angular super-resolution network with four
layers. The two networks are trained independently, and then
fine-tuned via end-to-end training. The method in [24] is an
extension of [17]. That method improves both the efficiency
of the training process and the quality of the angular super-
resolution results by using weight sharing in an angular super-
resolution network. However, these two methods only use two
adjacent subaperture views for the intermediate view synthesis,
therein underutilizing all the information provided by the light
field image. In addition, those methods could only achieve a
fixed super-resolution rate of ×2.

Flynn et al. [25] designed a DCNN-based method consisting
of a selection tower and a color tower to generate novel views
from multiview stereo images. The selection tower predicts
the approximate depth of each pixel in the output image
and determines which source image pixels could be used as
candidate pixels to generate the output pixels. The color tower
utilizes all relevant source image pixels to produce a color
for that output pixel. This deep architecture is trained on a
large number of posed image sets, such as Google’s Street
View image database and the KITTI dataset. With this method,

pixels from the neighboring views of a scene are presented to
the network, which then directly produces the pixels for the
novel view. This method can be easily modified to synthesize
novel views from light field images.

Kalantari et al. [26] proposed a representative DCNN-based
method to synthesize novel views from light field images.
This method has two main parts; each is a simple DCNN
model with four layers. First, this method synthesizes the
target disparity map for a specified novel view with one DCNN
model. Second, the method takes the pre-warped subaperture
views and the target disparity map from the first step as input
to synthesize the target view with another DCNN model.
However, this type of DCNN-based models for view inter-
/extrapolation cannot address the global/local disparity scaling
problem for enhancing the stereoscopic 3D perception of the
target stereoscopic image, because such a problem is ill-
proposed and there is no ground truth available for training.

Wu et al. [27] proposed a DCNN-based method for super-
resolution in the angular space of light field images. That
method reconstructs a high angular light field on EPI. To avoid
ghosting effects caused by the information asymmetry, the
low-frequency spatial information of the EPI is extracted via
EPI blur and then used to recover the angular detail. Later, the
non-blind deblur operation is used to restore the spatial detail
suppressed by the EPI blur. However, this method cannot be
utilized for inter-/extrapolation from arbitrary viewpoints and
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super resolution.
Vagharshakyan et al. [28] proposed a method for recon-

structing a high-angular-resolution light field image from a
small number of rectified multiview images taken with a wide
baseline. This method adopts a sparse representation of the
underlying EPIs in the shearlet domain and employs an itera-
tive regularized reconstruction. Similarly, this method cannot
be utilized for inter-/extrapolation from arbitrary viewpoints
and spatial super-resolution.

Rossi et al. [18] proposed a novel light field super-resolution
method based on graph-cut optimization. It adopts a multi-
frame-like super-resolution approach, where the complemen-
tary information in different subaperture views is used to
increase the spatial resolution of the light field image. The
method utilizes a graph regularizer to enforce the light field
structure based on non-local self-similarity, avoiding the chal-
lenging disparity estimation. The optimization is based on the
graph cut method [29] [30]. The method is only tested on
small-sized light field images, which are down-sampled to half
the spatial resolution of the subaperture views. The method
also does not consider the disparity scaling function.

Two methods, [19] and [20], utilize a hybrid stereo imaging
system consisting of a light field camera and a traditional
digital single-lens reflex (DSLR) camera for light field image
super-resolution. Method [19] utilizes a patch-based algorithm
to super-resolve the low spatial resolution of the subaperture
views by utilizing the high-resolution patches captured using
a high-resolution SLR camera. Method [20] warps a high-
resolution image captured by a DSLR camera onto each
bicubically upsampled light field subaperture view with the
optical flow estimated between the high-resolution 2D image
and subaperture views of the light field images. The warped
high-resolution and upsampled subaperture views are fused to
generate the high-resolution subaperture views by a wavelet-
based approach and alpha blending.

B. Stereoscopic Images Generating from Light Field Images

Recently, based on graph cut and convex variational opti-
mization, several works [31] [32] [23] have been proposed for
stereoscopic image generation from light field images. Kim et
al. [31] proposed a method for producing stereoscopic images
with the expected disparity range distribution by utilizing a
4D graph cut method on the Epipolar-Plane Image(EPI) space.
Although high-quality stereoscopic images can be generated,
the disparity range is strictly limited by the disparity range of
the input light field images. In addition, it only supports depth
adjustment for selected objects instead of global adjustment.

Kim et al. [32] proposed another method that adopts multi-
perspective imaging for stereoscopic image synthesis from
light field images. Taking a light field image and a manually
drawn disparity map as input, the method synthesizes the
target view by selecting light rays that satisfy the given
disparity constraints. More concretely, the method chooses
a subaperture view as one view of the target stereoscopic
image, and the unknown second view is generated by solving a
multi-label optimization problem based on convex variation to
determine which subaperture view each pixel should be taken

from. Essentially, this method performs view interpolation, and
the disparity range of the target stereoscopic image is strictly
constrained by the input light field image. Our method can
perform more flexible linear/nonlinear disparity scaling and
view inter-/extrapolation.

Zhang et al. [23] proposed a method to synthesize stereo-
scopic images with the intended disparity constraints from
a light field image. By specifying one subaperture view
as one view of the target stereoscopic image, that method
adopts variational optimization to synthesize another view of
the target stereoscopic image by using weighted view inter-
/extrapolation. The authors adopted linear, non-linear, and
artistic disparity scaling on the original disparity range. A
fast optimization method based on convex total variational is
proposed to speed up the computation for target view. The
method is an extension of [22], and it inherits the limitation
of [22] . We observe from the experimental results that this
method always assigns larger disoccluded regions with the
same color (see Fig. 5 in [23]). This means that the method
cannot synthesize meaningful textures for the disoccluded
regions. In addition, noise, i.e., incorrectly optimized color
values, can always be found in new synthesized images, which
means stereoscopic images produced by this method can easily
be disturbed by incorrect disparity maps.

The most closely related works to ours are [32] and [23].
Method [32] supports a limited range of disparity scaling
restricted by the original disparity range of the input light field
image. Method [23] cannot solve the disocclusion problem
well and may leave black holes in the synthesized images.

C. Stereoscopic Image Depth Manipulation and Editing

Lang et al. [4] proposed a nonlinear disparity scaling
method for stereoscopic images based on image mesh warping,
which treats the image domain as a continuous 2D grid.
Thus, it is unable to address occlusion and disocclusion prob-
lems. In addition, image warping can easily introduce content
distortion on image features such as edges and lines. For
stereoscopic images, mesh warping methods can easily distort
3D features and scene structures. Yan et al. [14] proposed a
method based on image warping to scale the disparity/depth
range of stereoscopic images, while simultaneously preserving
important 3D scene features/structures. Du et al. [7] proposed
the first method for the perspective view manipulation of
stereoscopic images. This method also adopts image warping
based on quad face mesh warping. In contrast to view inter-
/extrapolation, perspective view manipulation is another type
of stereoscopic image post-processing and editing method.
Yan et al. [33] proposed a consistent stereo image editing
framework that extended the shift map strategy for regular
2D image editing [34] to stereoscopic image editing. This
method supports disparity/depth scaling, specified object depth
adjustment and non-homogeneous stereoscopic image resizing.
However, it cannot deal with light field image editing tasks that
need to handle multi-perspective views.

We propose a novel method to generate stereoscopic images
with a large variation in disparity range scaling. Our method
takes a light field image and the corresponding disparity maps
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as input. It simultaneously generates the left and right views of
the target stereoscopic image to satisfy the intended disparity
scaling constraints. It can also properly handle the occlusion
and disocclusion problems, and the left view and right view
coherence problem. Further, our method can generate super-
resolved stereoscopic images.

III. BACKGROUND

A. Stereoscopic Images

A stereoscopic image pair consists of two views: left view
and right view. Suppose that the stereo camera follows a
convergence capturing model. Then, disparity value of two
corresponding pixels projected by a 3D point onto a stereo-
scopic image pair is mainly determined by the focal length, the
baseline of the stereo cameras and the focal plane distance [1],
which are typical defined as follows:

d =
Bf

zd
− Bf

zo
, (1)

where zo is the distance from the focusing plane to the stereo
camera. zd is the depth of the 3D point. f is the camera focal
length. B is the baseline, i.e., the distance between the optical
centers of the left and right cameras; Bf

zo
is the shift (i.e.,

offset) between the left and right views.
The 3D stereoscopic effectiveness of the stereoscopic image

as perceived by the viewers is related to the disparity range
and the camera baseline [14], defined as follows:

zp =
et

e− s
, (2)

where zp is the viewer’s perceived depth value. e is the
distance between the viewer’s two pupils. t is the distance
between the viewer and the target display screen. s is the
parallax value of the corresponding pixels shown on the target
screen and is defined as s = β × d. β is a constant parameter
related to the physical pixel size of the target display.

B. Light Field Images

A light field image consists of multiple subaperture views.
The light field image not only records the integrated color
intensity of each pixel in the image sensor but also the
direction of each ray that passes through the main lens
and microlens array. The number of microlenses in the mi-
crolens array determines the spatial resolution of the light
field images [1] [2]. The resolution of each microlens image
determines the number of subaperture views, i.e., the angular
resolution. For standard plenoptic cameras, because the spatial
and angular resolutions share the same image sensor with a
limited resolution, both the spatial and angular resolutions of
the light field image cannot be very large simultaneously. For
a light field image, the stable and high-quality disparity/depth
maps can be restored by analyzing the EPI [35] [36] [37] [22],
utilizing the phase shift theorem to construct the relationship
between subaperture views [21], or exploiting the features of
optical stacks [38] [39]. Most existing methods only output a
single disparity map for the central subaperture view that can

Fig. 3: Illustration of light field imaging. Two light rays (red
lines) are from the same 3D point P through the image plane
Ω and view plane Π.

then be used to infer the disparity maps for other subaperture
views through the following relationship [22] [23] [21] [18]:

xj = xi − di(xi)(ci − cj), (3)

where ci is a subaperture view of the light field image.
cj is one of the other views of the light field image. di
is the disparity map for the subaperture view i. xi is the
pixel coordinate in the subaperture view i. xj is a pixel in
subaperture view cj . If xj is not occluded, xi and xj should
be the projections from the same 3D point. Our method can
utilize this relationship to project a subset of subaperture views
of the input light field image to the target view for view inter-
/extrapolation.

Fig. 3 shows the above relationship between two subaperture
views, and the corresponding image and viewpoint planes.
(s, t) and (s′, t) represent two viewpoints in Π, corresponding
to two subapertures views of the light field. The two pyramids
represent the projection of two pinhole cameras. Each pixel in
the projected image of a pinhole camera can be represented by
a 4D coordinate that denotes the relative coordinate between
the image pixel and the optical center of the subaperture
view, e.g., (s, t, x, y) and (s′, t, x′, y). (x, y) and (x′, y) denote
the projected points of P in subaperture views (s, t) and
(s′, t), respectively. The baseline between two neighboring
subaperture views with the same vertical coordinate in Π is b.
The baseline between two subaperture views (s, t) and (s′, t),
with the same vertical coordinate, is b(s−s′). If the disparity of
two projected points of P in two neighboring subaperture views
is dxy , the disparity of two projected points of P in subaperture
views (s, t) and (s′, t) will be dxy(s − s′). This relationship
is similar for two subaperture views with the same horizontal
coordinate in the vertical direction on the view plane Π. The
distance between two planes Π and Ω is f . The distance from
P to plane Π is Z.

The non-parallel camera model discussed in Sec. III-A
is suitable for the subaperture view triangulation model [1]
of a standard light field camera. With this standard camera,
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the sensor planes of the virtual cameras are coplanar, while
their optical axes intersect at a point on the focal plane. The
disparity relationship between two subaperture views of a light
field image satisfies the relationship defined by Eq. 1. If we
want to change the resolution of the target stereoscopic image
pair captured at two different viewpoints without changing
their baseline, we only need to modify the focal length of
the stereo cameras in the capturing stage. The disparity of the
light field image will then be linearly scaled with the spatial
resolution/focal length of the subaperture views.

IV. OUR METHOD

We propose a method to generate stereoscopic images from
light field images with the intended disparity range and high
resolution. Our method is based on the Markov Random
Field (MRF) framework. We synthesize the target stereoscopic
image from the warped subaperture views of the input light
field image. For a given pixel in the target stereoscopic
image pair, we try to select an optimal pixel from its local
search region of the warped subaperture views and assign its
color to the given pixel. To label each pixel in the target
stereoscopic image pair with corresponding color value, our
method addresses a carefully designed discrete multi-labeling
optimization problem with the graph-cut based optimization
strategy [29] [30].

As illustrated in Fig. 1, our method has three main steps.
First, we warp each subaperture view to the specified stereo
viewpoint pair for the target stereoscopic image via DIBR
(depth image based rendering). At the same time, the disparity
range of the target stereoscopic image is tuned by disparity
scaling (shifting each pixel in the warped subaperture images).
Second, disparity maps for the target stereoscopic image pair
are optimized by utilizing the disparity maps corresponding
to the warped subaperture views. Third, a global optimization
framework is proposed to generate the target stereoscopic
image pair based on the optimized disparity maps and warped
subaperture views.

A. View Transformation and Disparity Scaling

Given the target stereo viewpoint pair and disparity range,
we perform perspective projection to separately transform all
the pixels in each subaperture view to the two viewpoints of
the target stereoscopic image. Meanwhile, a disparity scaling
function is leveraged to shift each pixel again in the warped
subaperture views in order to meet the desired disparity scaling
requirement. As a result, two warped view stacks, I lwL and I lwR ,
are produced, which consist of the above warped subaperture
views for the target stereo viewpoint pair. The warped views
in the above stacks are then fused to form the target left and
right views.

Because each subaperture view of the input light field
image is captured from a slightly different perspective of
the scene, transforming multiple subaperture views to a spe-
cific viewpoint can leverage more information to generate
a high-quality target image, and at the same time resolve
occlusion/disocclusion and antialiasing. More importantly, by
transforming all subaperture views of the input light field

Fig. 4: The disparity scaling function used in our method.
Different parameter settings for the nonlinear scaling function
(Eq. 5) are shown as red, magenta, and original curves. The
green line represents the linear scaling function (Eq. 4) with
k = 1.0 and b = 0.

image to a stereo viewpoint pair, the stereoscopic image gener-
ation problem can be formulated as a multi-label optimization
problem by selecting pixels from a local search region of
the warped subaperture view stack to synthesize the target
stereoscopic image.

1) Disparity Scaling: The disparity range of the target
stereoscopic image can be modified by a linear fl or nonlinear
fn scaling function as follows:

fl(d) = k0d+ b0, (4)
fn(d) = s(d)k2 ln(k1|d|+ b1), (5)

where d is the original disparity value of the target stereoscopic
image. k0, b0, k1, k2 and b1 are constant parameters for
disparity scaling. s is the sign function, and ln is the natural
logarithm.

Since the disparity range of any two adjacent subaperture
views is very small and because disparity values can be
negative or positive, directly utilizing logarithms as in [4] [40]
for the disparity scaling of light field images neither addresses
the negative disparity values nor enlarges the disparity range.
Thus, we propose a nonlinear disparity scaling function (Eq. 5)
to enlarge the disparity range and enhance the local depth
contrast of the target stereoscopic image.

In Eq. 5, we set k2 as the interval between two adjacent
subaperture views, i.e., k2 = sR − sL, where sL and sR are
the horizontal coordinates of the target stereo viewpoint pair.
Thus, if k1 is equal to 1/k2, the natural logarithm function
Eq. 5 directly scales the original disparity range (i.e., the
disparity range of the nearest adjacent subaperture views). If
k1 is larger than 1/k2, we first enlarge the original disparity
range, and then perform nonlinear scaling with the logarithm
function to enhance the local depth/disparity contrast for the
disparity range of the target stereoscopic image. Finally, the
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scaled disparity range is further enlarged with the scaling
parameter k2. Thus, we set k2 = sR − sL and b1 = 1 and
allow the user to freely adjust k1 for a nonlinear disparity
scaling function.

In this work, we adopt the nonlinear disparity scaling
function to enlarge the disparity range and enhance the local
disparity for synthesized stereoscopic images. In addition, we
utilize the linear disparity scaling function with k0 = 1 and
b0 = 0 to synthesize a novel view for stereoscopic image
generation without super-resolution. For the super-resolution
of stereoscopic image synthesis, we adopt a linear disparity
scaling function with k0 equaling the upsampling factor and
b0 = 0 to scale the original disparity. Fig. 4 illustrates the
proposed disparity scaling function.

For each warped subaperture view in the above image
stacks, we compute its corresponding mask map (i.e., M lw

L

or M lw
R ) and disparity map (i.e., Dlw

L or Dlw
R ). A pixel in the

warped subaperture view with a valid mask value indicates that
its color and disparity are provided by the original subaperture
view through our perspective projection and disparity scaling.

If an output high-resolution stereoscopic image is required,
two warped subaperture view stacks, IhwL and IhwR , are gen-
erated at the same resolution as the target stereoscopic image.
Note that the resolution and disparity values of the original
disparity map should be scaled first before performing view
transformation or disparity scaling. (Refer to Sec. III-B for
a discussion on disparity linearly scaling with the resolution
of the subaperture views). The corresponding mask map (i.e.,
Mhw

L or Mhw
R ) and disparity map (i.e., Dhw

L or Dhw
R ) are also

calculated for each warped subaperture view at high resolution.
2) Perspective Projection: To generate target stereoscopic

images, all subaperture views are first projected to the desired
stereo viewpoint pair. Because each subaperture view of a light
field image possesses the estimated disparity map, we obtain
warped subaperture views in the desired viewpoints of the
target stereoscopic images based on the DIBR as follows:

p′ = P (T (p, v), v′), (6)

where the function T projects pixel p = (x, y) within a
subaperture view defined at the viewpoint v = (s, t) to the
3D coordinate (X,Y, Z) according to

X =
Z

f
(x− x0 + d(x, y)(s− s0)), (7)

Y =
Z

f
(y − y0 + d(x, y)(t− t0)), (8)

Z =
bf

d(x, y) + ds
, (9)

where (x0, y0) is the spatial coordinate of the central pixel
in a subaperture view and (s0, t0) is the angular coordinate
of the central subaperture view of the input light field image.
The 3D coordinate system originates at the viewpoint of the
central subaperture view of the input light field image.

The function P projects the 3D coordinate of p, i.e.,
[X,Y, Z]T , back to the view v′ = (s′, t′) to obtain the pixel

p′ = (x′, y′).

 x′

y′

1

 =
1

Z

 f 0 x0 0

0 f y0 0

0 0 1 0

[ R T
0T 1

]
X
Y
Z
1

 , (10)

where R(α, β, γ) = Rx(α)Ry(β)Rz(γ) is the rotation matrix
for the rotation angles α, β and γ separately rotating about the
X , Y and Z axes, respectively. T = [b(s′−s0), b(t′− t0), 0]T

indicates the translation vector of the new viewpoint, v′ =
(s′, t′), relative to the origin of the 3D coordinate system.

To avoid introducing vertical or other incorrect disparities
into the target stereoscopic image, we assume that the angles
of rotation about each axis for the two viewpoints of the
target stereoscopic image pair take the same value. Some
stereoscopic images generated from light field images with
perspective projection are shown in Fig. 2.

3) Confidence Map: As there are always noise/errors in
the disparity maps for the subaperture views of input light
field images, there may be inconsistences between the roughly
warped subaperture views. Hence, we propose a metric to
measure the confidence of the prior information provided by
our perspective projection and disparity scaling steps. Let CL

and CR denote the confidence maps for the target left and
right views. Taking CL as an example, the definition is:

CL = e−ωdDeS, (11)

where S is computed as the mean values of the gradient
maps of the warped subaperture views (I lwL or I lwR ). De is
the standard deviation of the prior color information provided
by the warped subaperture views and is calculated from the
warped subaperture views (IhwL and IhwR ). ωd is a constant
weighting parameter and is set to 0.1. The confidence map is
normalized to the range of [0, 1].

We observe that the impact of the disparity scaling may
vary in different regions of a view. For example, it is not
necessary to rigidly shift all the pixels within a homogeneous
region, as it seldom introduces noticeable distortion to the
corresponding region in the target stereoscopic image pair. In
contrast, human eyes are more sensitive to edge pixels with
high gradient values, and such pixels should strictly satisfy the
disparity scaling constraints. We use these confidence maps to
guide our stereoscopic image generation.

B. Disparity Map Optimization for Target Stereoscopic Image

Once the disparity maps for the warped subaperture views
are obtained, disparity maps corresponding to the target
stereoscopic image pair can be obtained with the following
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(a) Reference stereoscopic image (b) Reference disparity map (c) Our stereoscopic image (d) Our disparity map

(e) Initial left view (f) Initial right view (g) Our optimized left view (h) Our optimized right view

Fig. 5: Nonlinear disparity remapping. Top row (left to right): (a) stereoscopic image composed of two subaperture views
(4, 2) and (4, 6) of the input light field image, (b) the corresponding disparity map, (c) the stereoscopic image optimized by
our method using a nonlinear disparity scaling function (Eq. 5) with parameters set to k1 = 0.75, k2 = 4, b1 = 1, and (d) the
corresponding disparity map. Bottom row (from left to right): initial warped (e) left view and (f) right view at the above two
fixed viewpoints without using our optimization method, and using our optimization method to generate the (g) left view and
(h) right view. This light field image comes from the dataset [41].

optimization:

(D′L, D
′
R) = arg min

M−1∑
y=0

N−1∑
x=0

(

ωdd(

n−1∑
j=0

Mhw
L,j(x, y) min(|D′L(x, y)−Dhw

L,j(x, y)|2, τ1)

+

n−1∑
j=0

Mhw
R,j(x, y) min(|D′R(x, y)−Dhw

R,j(x, y)|2, τ1))

+ωds(

n−1∑
j=0

min(|D′L(x, y)−D′L(xb, yb)|, τ2)

+

n−1∑
j=0

min(|D′R(x, y)−D′R(xb, yb)|, τ2))

+ωdc min(|D′L(x, y)−D′R(x′, y)|, τ3)),
(12)

where [N,M ] is the resolution of the target stereoscopic
image. n is the number of subaperture views of the input light
field image. D′L and D′R are the optimized disparity maps

for the target stereoscopic image pair. Dhw
L,j and Dhw

R,j are the
disparity maps for the warped and up-sampled subaperture
views IhwL,j and IhwR,j , while Mhw

L,j and Mhw
R,j are the mask

maps for IhwL,j and IhwR,j . (xb, yb) represents a neighboring pixel
of pixel (x, y). Pixels (x, y) and (x′, y) represent a corre-
sponding pixel pair in the left and right views, respectively.
ωdd = gCL/R(x, y) represents the weighting parameter for
the data cost, which is obtained by multiplying the confidence
map by a constant weighting parameter g. ωds and ωdc are
constant weighting parameters for the smooth energy term and
coherence energy term. τ1, τ2 and τ3 are constant threshold
parameters. The above minimizing function can be solved by
a graph-cut-based multi-label optimization method [29].

C. Target Stereoscopic Image Generation

We design an optimization framework to synthesize the
target stereoscopic image from a light field image. Each pixel
in the left and right views is represented as a node in our
constructed graph model. An optimal label is consequently as-
signed to the pixel. The objective energy function is minimized
by a multi-label optimization method [29]. This label of a node
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refers to the pixel in the search region whose intensity will be
assigned. For instance, a node p(x, y) with label l(pi, px, py)
in the target left view means that this pixel will be assigned
the intensity of pixel (x/s + px, y/s + py) from the warped
subaperture view I lwL,pi

, where s is the upsamping factor.
1) Data Energy Constraint: We define a data energy term

to measure the satisfaction of the optimized color and disparity
for each pixel with the prior information provided by the
warped subaperture views and disparity maps in Sec. IV-A.
The final color assigned to a pixel after our target optimization
is determined by its optimized label, which refers to the
candidate pixel to be assigned in the target search region of
the warped view stack. We define our data term as follows:

Edata(x, y) =
1

n

n−1∑
j=0

M lw
j (x′, y′)WT

d (x, y)

min(|Vpi
(x′, y′)− V̂j(x, y)|2, Td),

(13)

where (x′, y′) = (x/s + px, y/s + py). s is the upsamp-
ing factor. Vpi

(x′, y′) = [I lwpi
(x′, y′), Dlw

pi
(x′, y′), py, px]T .

V̂j(x, y) = [Ihwj (x, y), D′(x, y), 0, 0]T . Wd(x, y) =
[C(x, y), ωd, ωl, ωl]

T . M lw
j is the mask map for I lwL,j or I lwR,j .

M lw
j (x′, y′) ∈ {0, 1} indicates whether pixel (x′, y′) has valid

information provided by the warped subaperture view I lwj , as
discussed in Sec. IV-A. n is the total number of subaperture
views. The vector Td is a constant threshold parameter of our
data cost energy term.

The vector (pi, px, py) is the label for pixel (x, y) in one
view of the left or right view of the output stereoscopic image.
This means that pixel (x, y) is assigned the intensity of pixel
(px, py) in the warped subaperture view pi. I lwpi

is the warped
subaperture view I lwL,pi

or I lwR,pi
, and Dlw is the corresponding

disparity map of I lwpi
. Ihwj is the warped and up-sampled

subaperture view IhwL,j or IhwR,j in the view stack with super-
resolution for the left or right view of the target stereoscopic
image. C denotes the confidence map (CL or CR) of the target
stereoscopic image defined in Eq. 11. D′ refers to the above
computed disparity map D′L or D′R defined in Eq. 12. Dlw

pi

is the disparity map of the warped subaperture view I lwL,pi
or

I lwR,pi
. ωd and ωl denote the constant weighting parameters for

the disparity and label cost, respectively.
2) Smooth Energy Constraint: We use an undirected edge

between two neighboring nodes to represent the penalty
of two neighboring pixels taking different labels. Inspired
by [42] [34], our smooth cost energy term is defined as
follows, in which the gradient is replaced by the disparity:

Esm(x, y) = WT
s (min(|Vpi

(x′p, y
′
p)− Vqi(x′q −∆x, y

′
q −∆y)|,

Tsm)+ min(|Vqi(x′q, y′q)− Vpi(x
′
p + ∆x, y

′
p + ∆y), Ts|)),

(14)

where (x′p, y
′
p) = (xp/s + px, yp/s + py). (x′q, y

′
q) =

(xq/s + qx, yq/s + qy). V = [I lw, Dlw, py, px]T , Ws =
[ωsc, ωsd, ωsl, ωsl]

T . I lw and Dlw are the warped subaperture
view and corresponding disparity map of the input light field
image in the original spatial resolution, respectively. p and
q are two neighboring pixels. (pi, px, py) and (qi, qx, qy) are
labels for p and q, respectively. (∆x,∆y) = (qx−px, qy−py).

ωsc, ωsd and ωsl are constant weighting parameters. The vector
Ts is a threshold parameter of our smooth energy term.

The definition of our smoothness term satisfies the important
metric constraint requirement of graph-cut-based multi-label
optimization methods [29] [30].

Our smooth energy term can be used to synthesize textures
for disoccluded regions, in the same manner that prior image
editing works has addressed texture synthesis [43] [34]. In this
way, our method can handle the propagation of meaningful
textures to disoccluded regions instead of simply filling such
regions with a similar color, as in the previous total-variation-
based method [23].

3) Coherence Energy Constraint: Assuming that p and
q are two different pixels within the left and right views
of the target stereoscopic image, if they satisfy the stereo
matching relationship, i.e., py = qy , px − DL(px, py) = qx
and DL(px, py) = DR(qx, qy), they will form a pixel pair in
the target stereoscopic image.

We utilize the following energy term to ensure that the
corresponding pixel pair in the synthesized left and right views
will have a consistent color and disparity:

Eco(x, y) = Wc min(|Vpi
(x′p, y

′
p)− Vqi(x′q, y′q)|, Tc), (15)

where (x′p, y
′
p) = (xp/s+ px, yp/s+ py). (x′q, y

′
q) = (xq/s+

qx, yq/s + qy). V = [I lw, Dlw]T . Wc = [ωcc, ωcd]T . p
and q are corresponding pixels in the left and right views,
respectively. ωcc and ωcd are constant weighting parameters
for color and disparity coherence in the target stereoscopic
image pair, respectively. The vector Tc is a threshold parameter
for our coherence energy term.

Total Energy Function: Finally, we minimize the following
energy function to obtain the target stereoscopic image pair,
which can be solved by the graph-cut minimization tech-
nique [29].

Etotal =

M−1∑
y=0

2(N−1)∑
x=0

(Edata + ωsmEsm + ωcoEco), (16)

Image Quality and Convergence Speed Improvement: To
generate a high-quality super-resolution stereoscopic image,
we first generate a stereoscopic image with the original spatial
resolution, therein satisfying the disparity constraint for the
target stereoscopic image. Then, we apply our above-defined
method (Sec. IV-B and Sec. IV-C) again to generate the high-
resolution target stereoscopic image, as shown in Fig. 1.

Specifically, when optimizing the high-resolution stereo-
scopic image, we extend the vectors Vpi

(x′, y′), V̂j(x, y) and
Wd used in the data cost Eq. 13 as follows:

Vpi(x
′, y′) = [Vpi(x

′, y′)T , I lwpi
(x′, y′)]T , (17)

V̂j(x, y) = [V̂j(x, y)T , Io(x′, y′)]T , (18)
Wd(x, y) = [Wd(x, y)T , ωo]T , (19)

where Io is the optimized stereoscopic image pair with the
original resolution and ωo is a constant weighting parameter.
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(a) Reference images (b) Maxmium disparity range (c) Our results (d) Our results
Fig. 6: Nonlinear disparity remapping: (a) shows the stereoscopic image composed of two subaperture views (4, 2) and (4, 6)
of the input light field image coming from [41] and the disparity map; (b) shows the stereoscopic image composed of two
subaperture views (4, 0) and (4, 8) and the disparity map which is the maximum disparity range of the input light field image;
and (c) and (d) are the stereoscopic images and the disparity maps generated by our method at two viewpoints (4, 2) and (4, 6)
adopting the nonlinear disparity scaling function (Eq. 5) with parameters (k1 = 1, k2 = 4, b1 = 1) and (k1 = 1.5, k2 = 4,
b1 = 1), respectively.

(a) Reference images (b) Maxmium disparity range (c) Our results (d) Our results
Fig. 7: Nonlinear disparity remapping: (a) shows the stereoscopic image composed of two subaperture views (4, 2) and (4, 6) of
the light field image coming from [41], and the disparity map; (b) shows the stereoscopic image composed of two subaperture
views (4, 0) and (4, 8) and the disparity map which is the maximum disparity range of the input light field image; and (c)
and (d) are the stereoscopic images generated by our method and the disparity maps at two fixed viewpoints (4, 2) and (4, 6)
utilizing the nonlinear disparity scaling function (Eq. 5) with parameters (k1 = 1.25, k2 = 4, b1 = 1) and (k1 = 2, k2 = 4,
b1 = 1), respectively.

We empirically found that by taking such a low-resolution-
to-high-resolution pyramid scheme instead of directly comput-
ing the high-resolution stereoscopic images, the computational
cost of our method is reduced nearly 2-10 times.

V. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we show the experimental results of our
method for generating stereoscopic images with given dis-
parity constraints and resolution from light field images.
We evaluate our method on the light field data sets from
Heidelberg [41] [44] and Stanford [45]. All light field images
utilized in our experiments use view indices ranging from [0, 0]
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to [8, 8].
The parameters in our method are set as g = 100, ωds = 1,

ωdc = 1, τ1 = 1.0× 103, τ2 = 1.0× 102 and τ3 = 1.0× 102

in Eq. 12. ωd = 10, ωl = 20 in Eq. 13. ωsc = 20, ωsd = 40,
ωsl = 2.0 × 103, Ts = [2.0 × 103, 50, 10, 10] in Eq. 14.
ωcc = 20, ωcd = 4.0 × 102, Tc = [2.0 × 103, 50] in Eq. 15.
ωsm = 20 and ωco = 20 in Eq. 16. ωo = 2 in Eq. 19. In
Eq. 13, for the first iteration, Td = [5.0× 103, 2.0× 102, 8, 8];
for the second iteration and onwards, Td = [5.0 × 103, 2.0 ×
102, 8, 8, 5.0 × 103]. All our experiments are carried out on
a PC with an Intel i7 4GHz CPU and 32GB RAM. We
evaluate our method with both linear and nonlinear disparity
remappings, at the original resolution and super-resolution.
The running time of our method for each stereoscopic view
synthesis example ranges from 6 hours to 20 hours, depending
on the spatial and angular resolution of input light field images
and the resolution of target stereoscopic image.

A. Qualitative Evaluation
In Fig. 5, we show the stereoscopic images generated by our

method using the nonlinear disparity scaling function (Eq. 5).
From the stereoscopic images and corresponding disparity
maps obtained by our method, we can see that comparing with
the stereoscopic image directly composed of two subaperture
views, our method enlarges the original disparity to enhance
the local depth contrast. The depth contrast enhancement can
be clearly observed from the local depth changes on the
buddha statue in Fig. 5. We show the initial stereoscopic image
pair (before our global optimization), in which some black
holes, blurring, filling errors highlighted in the red box in the
left image and green box in the right image. After our global
optimization, there are no obvious distortions or black holes
in our final stereoscopic image pair.

In Figs. 6– 7, we show the stereoscopic images generated by
our nonlinear disparity scaling function with various parameter
settings. From these results, the effectiveness of our method on
synthesizing stereoscopic images with flexible global disparity
range and locally disparity contrast control can be observed.
Users can either globally modify the target disparity range,
or locally enhance the disparity contrast by adjusting the
parameters of our nonlinear scaling function (Eq. 5). In
each example, we show four stereoscopic images and their
corresponding disparity maps. In the first column, (a) shows
the stereoscopic image composed of subaperture views (4, 2)
and (4, 6) and the corresponding disparity map; (b) shows the
stereoscopic image composed of subaperture views (4, 0) and
(4, 8), and the corresponding disparity maps; (c) and (d) are
the stereoscopic images and their corresponding disparity map
generated by our method with different parameters for the
nonlinear scaling function (Eq. 5). These results demonstrate
that our method can flexibly control the disparity range of
target stereoscopic image with a nonlinear scaling function
(Eq. 5), without introducing any obvious low level artifacts
or 3D scene structure distortions. The differences among
the colored disparity maps for different stereoscopic images
demonstrate the effectiveness of our proposed method.

In Fig. 8, we compare the linear disparity scaling function
(Eq. 4) with nonlinear disparity scaling function (Eq. 5) while

fixing their target disparity range. The stereoscopic images
generated by our method demonstrate that nonlinear disparity
scaling function can more effectively enhance depth contrast
for target stereoscopic image.

Our method can properly deal with the disocclusion problem
in novel view synthesis. Relevant methods [22] and [23]
cannot address large black holes in disoccluded regions well.
They simple fill such regions with a similar color without syn-
thesizing meaningful textures. Thus, image blurring and filling
errors (noise) can always be found in their results [22] [23]. In
contrast, our method can properly fill such disoccluded regions
with meaningful textures, e.g., Fig. 9. More examples can be
found in the supplemental.

In Fig. 10, the comparison of the stereoscopic images with
linear disparity scaling produced by our method using and non-
using confidence maps defined in Sec. IV-A3, demonstrate that
our method can preserve complex geometry details well when
utilizing the proposed confidence maps.

B. Comparison with the State-of-the-Art Method

We show quantitative results of our method for view inter-
polation and extrapolation in Tabs. I and II, in comparison with
the state-of-the-art methods, including [22] [24] [27] [26] [28].
For view interpolation, we utilized the light field view indices
ranging from [0, 0] to [8, 8] except subaperture views (4, 2)
and (4, 6) to synthesize stereoscopic images at subaperture
viewpoints (4, 2) and (4, 6). For view extrapolation, we uti-
lized the light field angular resolution from [2, 2] to [6, 6] to
generate stereoscopic images at subaperture viewpoints (4, 0)
and (4, 8).

We also show the experimental results of our method
comparing with results of Wanner et al. [22] for view in-
terpolation and super-solution in Fig. 12, extrapolation and
super-resolution in Fig. 11. In Fig. 12, there is no ground
truth disparity map for the light field image truck [45]. Thus,
our method takes the disparity maps estimated by [22] as
input. It can be observed that in this example there are many
noise pixels in results produced by [22], especially in the
disocclusion regions near object boundary. In contrast, there
are almost no noise in our result. Similar results are shown
in Fig. 11, where the experimental results of our method
are much better than those produced by [22], without any
observable noisy pixels.

In Figs. 13 and 14, we show that our method generates
less blurry stereoscopic images from light field images, “Lego
Knights” and “Lego Bulldozer”, compared with Wanner et
al. [22]. As these light field images are captured from real
scenes and do not include ground-truth disparity maps, we
adopt the state-of-the-art disparity estimation method [46] to
obtain disparity maps, which still have much noise and errors.
These light field data are captured by large camera array
and the baseline and convergence angle between neighboring
subaperture views are very large, which makes them very
different form other synthetic and real light field images.
Therefore, to restore accurate disparity maps and generate
high-quality stereoscopic images from these light field images
are very challenging. The disparity maps and stereoscopic
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(a) Without scaling (b) Linear scaling (c) Nonlinear scaling (d) Linear scaling (e) Nonlinear scaling
Fig. 8: Linear vs. nonlinear disparity scaling. (a) is the stereoscopic image composed of two subaperture views (4, 2) and
(4, 6) and the disparity maps. (b) and (c) are results by enlarging the disparity range of (a) 1.5 times with the linear (Eq. 4)
and nonlinear (Eq. 5) disparity scaling functions, respectively. (d) and (e) are results by enlarging the disparity range of (a) 2
times with the linear (Eq. 4) and nonlinear (Eq. 5) disparity scaling functions, respectively. By specifying the same disparity
range, more obvious depth (contrast) enhancement can be obtained in the results generated by the nonlinear disparity scaling
function, (c) and (e), than those produced by the linear disparity scaling function, (b) and (d).

(a) (b)
Fig. 9: Meaningful texture synthesis for disoccluded regions
by our method. The first row shows the disoccluded regions
in the left and right views marked in red color. (b) shows
the optimized results with disoccluded regions filling with
meaningful texture by our method.

images optimized by our method are more reasonable and
visually pleasing than those produced by Wanner et al. [22].

1) Quantitative Evaluation: The main reason for the PSNR
values of our method being lower than [22] [27] [28] on view
interpolation (Tab. I) is that our method may slightly shift the
coordinates of some pixels in the target stereoscopic image.
In fact, our method makes a tradeoff between accurate color
values and the smooth cost energy term accounting for content
preservation (black hole filling and geometry preservation).
Our method outperforms the representative deep-learning-
based method [26]. In view extrapolation (Tab. II), the PSNR
values for results of our method are better than those from

Fig. 10: Stereoscopic image generating from subaperture views
(4, 0) and (4, 8) with the linear disparity scaling setting (k0 =
10, b0 = 0) produced by our method using and non-using
confidence maps. From top to bottom, the first row shows the
result generated by our method without confidence maps. The
second row shows the results generated by our method with
the normal confidence maps proposed in our method.

the results of [22]. Moreover, the visual quality from human
perception of our results is either comparable or better than
those of [22], without obvious visual quality decay, e.g., image
blurring and noisy pixels.

The PSNR performance of our method is lower than [22]
on view interpolation and super-resolution with upsampling
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(a) Left view of ours (b) Stereoscopic image of ours

(c) Left view of Wanner [22] (d) Stereoscopic image of [22]
Fig. 11: Comparison between our method and Wanner et
al. [22] on view extrapolation and super-resolution. The in-
dices of views ranging from [2, 2] to [6, 6] are utilized to
synthesize views (4, 0) and (4, 8) with upsampling factor 2×.

factors 2× (Tab. III) and 4× (Tab. V). The PSNR indicator
of our method is comparable with the results of [17] on
view interpolation and super-resolution with the upsampling
factors 2× (Tab. III), but lower than those from the results
of [17] with the upsampling factors 4×(Tab. V). The PSNR
evaluation results on view extrapolation and super-resolution
with upsampling factors 2× (Tab. IV) and 4× (Tab. VI)
demonstrate that our method outperforms [22]. The following
user study evaluation demonstrates that the effectiveness of
our method is better than [22] in human perception on view
interpolation and extrapolation.

Our method performs much better than [22] when the dis-
parity maps are not accurate enough. Since disparity maps for
real light field images are always inaccurate with noise/errors,
our method is preferred and effective in most situations, such
as Figs. 11–14. Due to the smooth energy term, which can
preserve texture structure during texture synthesis, our method
performs much better than other methods in view extrapolation
with/without super-resolution (Tabs. II, IV and VI), and
generates meaningful textures to fill the disoccluded regions
(Fig. 9.). Deep-learning-based methods [26] [24] can easily
introduce blurring artifacts into the novel synthesized views.

2) User Study Evaluation: We perform a user study by
asking 24 volunteers to score the view interpolation and
extrapolation results produced by our method and [22], as
shown in Tabs. I, II, III and IV (Fig. 15). The volunteers are
required to score the images of ground truth (as a reference),
our results, and results from Wanner et al. [22]. The results
of our method and [22] are shown in random order in the
evaluation. Volunteers are asked to score the four metrics

(a) Results of [22] (b) Results of ours (c) GroundTruth
Fig. 12: Comparison between our method and Wanner et
al. [22] on view interpolation and super-resolution. The in-
dices of views ranging from [0, 0] to [8, 8], except (4, 2) and
(4, 6), are utilized to synthesize views (4, 2) and (4, 6) with
upsampling factor 2× and spatial resolution [640, 480]. From
top to bottom: the first row shows estimated disparity maps for
left view; the second row shows optimized target left views;
the third row shows target stereoscopic images. The light field
image “Lego Truck” is from the light field dataset [45].

(a) Results of [22] (b) Results of ours (c) GroundTruth
Fig. 13: Comparison between our method and Wanner et
al. [22] on view extrapolation. The indices of views ranging
from [2, 2] to [6, 6] are utilized to synthesize views (4, 0) and
(4, 8), with spatial resolution [768, 576]. First row shows the
optimized disparity maps for target left view. Second row
shows the target left views obtained by different methods,
and the GroundTruth image. Similarly, third row shows the
stereoscopic images. The light field image “Lego Bulldozer”
is from the light field dataset [45].

(blurring & noisy, geometric distortion, black hole, perceived
image quality) for each image with a value from 0 to 5. For the
first three metrics, a smaller value means a better performance,
while for the last metric (perceived image quality), a larger
value means a better performance.
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Approach Evaluation (PSNR)
Buddha Buddha2 Horse Medi Mona Papi Still Maria Coup Cube Table Town Truck Knight Amethy Digg

Our Method 39.64 35.32 32.16 32.18 35.34 37.97 31.52 24.27 22.25 15.58 30.40 31.31 36.35 21.60 23.64 25.05
Wanner. [22] 41.49 32.73 35.00 34.44 42.50 37.40 33.65 31.88 24.93 26.28 35.43 37.93 21.55 13.27 22.85 19.64

Wu [27] 43.84 39.94 36.48 33.80 44.73 42.50 23.14 42.47 33.98 35.13 38.69 37.40 31.93 19.55 27.74 19.69
Kalant. [26] 16.67 17.48 18.13 17.43 17.68 19.60 18.26 17.63 19.39 15.51 18.54 18.73 17.21 14.42 19.07 16.14
Vaghar. [28] 41.21 36.64 23.37 32.69 39.68 37.87 21.25 35.88 17.82 18.18 31.02 31.26 30.26 21.66 28.69 20.02

TABLE I: Evaluation of the light field view synthesis approaches for view interpolation. The test images are from the light
field datasets in [41], [44] and [45].

Approach Evaluation (PSNR)
Buddha Buddha2 Horse Medi Mona Papi Still Maria Coup Cube Table Town Truck Knight Amethy Digg

Our Method 38.13 34.84 32.10 32.05 36.75 37.97 30.66 31.53 20.96 17.10 28.50 30.28 33.61 17.57 21.63 27.15
Wanner [22] 35.40 26.30 29.30 32.26 35.67 30.91 28.13 27.64 17.88 18.48 29.44 30.30 32.62 15.69 20.55 18.53

TABLE II: Evaluation of the light field view synthesis approaches for view extrapolation.

Approach Evaluation (PSNR)
Buddha Buddha2 Horse Medie Mona Papi Still Maria Coup Cube Table Town Truck Knight Amethy Digg

Our Method 29.47 25.54 23.35 26.89 28.9 29.85 22.29 28.51 19.24 15.36 24.36 26.34 28.18 18.80 23.98 20.35
Wanner [22] 37.01 31.91 28.73 31.42 34.88 34.45 26.99 18.72 17.30 13.68 27.37 30.48 24.01 23.62 24.59 17.52
Yoon [17] 31.07 27.40 21.50 26.35 30.17 31.80 16.66 29.19 17.92 18.20 25.24 25.11 26.34 20.62 26.87 21.7

TABLE III: Evaluation of the light field view synthesis approaches for view interpolation and super-resolution with upsampling
factor ×2.

Approach Evaluation (PSNR)
Buddha Buddha2 Horse Medie Mona Papi Still Maria Coup Cube Table Town Truck Knight Amethy Digg

Our Method 28.68 25.47 23.43 26.82 29.58 29.85 22.17 26.62 19.43 17.19 24.32 25.88 29.69 17.74 21.42 23.57
Wanner [22] 33.76 26.39 26.01 29.66 29.62 30.91 19.26 16.62 15.60 13.23 26.19 20.48 24.29 13.63 19.36 17.09

TABLE IV: Evaluation of the light field view synthesis approaches for view extrapolation and super-resolution with upsampling
factor ×2.

(a) Results of [22] (b) Results of ours (c) GroundTruth
Fig. 14: Comparison between our method and Wanner
et al. [22] on view extrapolation with spatial resolution
[512, 512]. The description for this example, “Lego Knights”,
is same to Fig. 13.

The results of our user study evaluation in Fig. 15a demon-
strate that our method is comparative with [22] on view
interpolation in metrics including blurring, black hole and
perceived image quality, although the PSNR values of our

method are lower than [22] (Tab. I). Similarly, user study
results in Fig. 15b demonstrate that our method outperforms
[22] on view extrapolation in blurring & noisy, black hole and
perceived image quality, although the PSNR values of both
methods are almost the same (Tab. II).

The results of the user study evaluation on view interpola-
tion and super-resolution (Fig. 16a), and view extrapolation
and super-resolution (Fig. 16b) also demonstrate that our
method outperforms Wanner et.al. [22] in the three metrics
(blurring & noisy, black hole and perceived image quality),
while slightly higher in the geometric distortion metric.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented a novel method to generate
stereoscopic images from light field images given the disparity
scaling constraints and target super-resolution. By applying
linear or nonlinear disparity scaling, our method is able to
control the global disparity range and adjust the local disparity
contrast for target stereoscopic images. Thanks to the rich
3D information recorded by light field images, our method
can generate high-quality super-resolution stereoscopic im-
ages from arbitrary viewpoints and simultaneously synthesize
meaningful textures for the disoccluded regions.

In future work, we would like to improve the computational
efficiency of our method to make it run in real time through
efficient optimization algorithms and more powerful GPUs.
We will also consider improving our method to preserve
3D features, such as large planes, in the output stereoscopic
images via sparse 3D reconstruction.
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Approach Evaluation (PSNR)
Buddha Buddha2 Horse Medi Mona Papi Still Maria Coup Cube Table Town Truck Knight Amethy Digg

Our Method 23.59 25.19 19.49 25.19 22.12 25.62 19.74 23.73 17.02 15.76 20.79 21.57 23.56 15.23 21.74 16.79
Wanner [22] 23.94 27.71 23.00 27.71 28.24 32.91 22.26 21.07 15.73 13.00 24.33 26.66 25.90 17.26 19.78 15.26
Yoon [17] 30.33 26.13 22.63 26.73 28.68 30.96 21.2 26.29 19.33 20.15 25.28 25.29 28.72 21.59 27.50 23.12

TABLE V: Evaluation of the light field view synthesis approaches for view interpolation and super-resolution with upsampling
factor ×4.

Approach Evaluation (PSNR)
Buddha Buddha2 Horse Medi Mona Papi Still Maria Coup Cube Table Town Truck Knight Amethy Digg

Our Method 26.31 19.51 19.57 24.71 21.68 25.68 18.52 22.22 16.39 15.43 19.45 21.06 24.22 16.28 21.00 18.01
Wanner [22] 21.99 19.05 16.28 19.26 20.06 22.72 16.19 13.41 14.18 11.83 17.44 17.12 19.85 12.92 16.35 14.73

TABLE VI: Evaluation of the light field view synthesis approaches for view extrapolation and super-resolution with upsampling
factor ×4.

(a) View interpolation evaluation (b) View extrapolation evaluation
Fig. 15: User study evaluation on (a) view interpolation and (b) view extrapolation.

(a) View interpolation and super-resolution evaluation (b) View extrapolation and super-resolution evaluation
Fig. 16: User study evaluation on (a) view interpolation and super-resolution (2×), and (b) extrapolation and super-resolution
(2×).
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